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ABSTRACT
Fully homomorphic encryption is a cryptographic scheme that en-
ables any function to be computed on encrypted data. Although
homomorphic evaluation on deep circuits has many real-life appli-
cations, fully homomorphic encryption is not commercialized due
to its low speed and huge computational overhead.

In the aim to make fully homomorphic operations faster and
bridge the gap between security and practicality, we introduce the
Avg-Act Swap. The Avg-Act Swap is a deployable tool in privacy-
preserving machine learning; it places the average pool layer before
the activation layer as opposed to the conventional practice of
ordering them the other way around in neural networks over unen-
crypted data. We introduce two FHE-friendly convolutional neural
networks and a modified version of Lenet-5 [26] that utilize the
Avg-Act Swap to demonstrate improvements in encrypted inference
speed. Most notably, we improve the encrypted inference speed of
Lenet-5 by 28.58% after modifying it with the Avg-Act Swap, with
a 90% accuracy.

Plaintext overflow is a plausible problem in deep circuit homo-
morphic evaluations. We introduce (to our knowledge) the first
formalized protocol to detect plaintext overflows in fixed-point
arithmetic fully homomorphic encryption schemes that maintains
indistinguishability over chosen plaintext attacks. We show that
a remote server can homomorphically compute the maximum rel-
ative error bound of the client’s plaintext only using encrypted
inputs from the client. After all operations are done, the client can
compare the received relative error bound to the actual error bound
in the decrypted plaintext to detect an overflow. Further research
to make this work in progress more efficient is encouraged.
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1 INTRODUCTION
Fully homomorphic encryption (FHE) offers many privacy advan-
tages as it allows an untrusted third party to compute any arithmetic
circuit on encrypted data without seeing the raw data. This is es-
pecially valuable in fields like health care, defense, or finance that
need to ensure the secrecy of the processed data that may contain
sensitive information. In many real-life applications of FHE, it is
required or advantageous to compute FHE on deep circuits. For ex-
ample, in privacy-preserving machine learning algorithms, training
the algorithm over deeper circuits often increases the accuracy of
the resulting model. Moreover, linear approximations of non-linear
functions used in machine learning models become more accurate
as they are approximated as higher degree polynomials. All these,
however, come at the cost of a higher computational overhead.

There exists a trade-off between accuracy and computational
efficiency of machine learning models with FHE because homo-
morphic operations are extremely expensive and slow. It has long
been known that it is impractical to compute any reasonably large
circuits using FHE for commercial applications. Against this back-
drop, we propose the Avg-Act Swap to significantly speed up the
encrypted inference speed over deep neural networks and test its
performance in classifying encrypted images. Image classification is
an adequate task with which to test the Avg-Act Swap as (1) it often
involves deep circuit computations and (2) it is often outsourced to
a (possibly untrusted) remote server due to the high computational
overhead, and therefore images need to be encrypted for privacy.
We train our models with plain images and employ FHE only during
the classification of encrypted images, so computational overhead
in this paper always refers to the overhead during inference, as
opposed to during training. The Avg-Act Swap may be deployed
in any neural network operating homomorphically on encrypted
data, not just those specializing in image classifications.

Besides the speed of operation, another problem unique to per-
forming FHE over deep circuits is plaintext overflow. Many FHE
schemes define their plaintext and ciphertext spaces on a ring of
some integer modulus. If the plaintext or the ciphertext grows
larger than the chosen modulus, it "wraps around" and loses the
encoded information. Some schemes have measures to prevent ci-
phertext overflows from happening; namely, ‘ModChange’ of the
Brakerski/Fan-Vercauteren scheme (BFV) [15] and ‘Rescaling’ of
Cheon-Kim-Kim-Song (CKKS) [10]. However, to our knowledge,
there is no known method to detect plaintext overflows in any
fixed-point arithmetic FHE scheme.

In some cases after a plaintext overflow, it is easy for the client
to judge whether the decrypted result is meaningful or not, without
relying on a special overflow detection mechanism. However, in
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many real-life applications, overflown plaintexts may still appear
valid, albeit incorrect. For example, in homomorphically classifying
an encrypted image as one of 10 categories, an overflown result
may indicate that an image is ‘category 2’ instead of ‘category 5’. A
client with no ground truth on the classification results has no way
to tell that ‘category 2’ is incorrect. Furthermore, in deep circuits,
it is difficult for a client to estimate the exact depth of the circuit
and decide on the appropriate plaintext modulus beforehand. This
is especially true in cases where the server’s operations are not
known to the client. Therefore, the state-of-the-art method to pre-
vent plaintext overflows suggested in many papers [9, 11, 35] is to
make sure that the plaintext modulus is sufficiently large. Since
using larger encryption parameters in FHE schemes increases the
computational overhead, such practices are inefficient. More impor-
tantly, in case that a plaintext overflow does happen, the client has
no way of knowing that. Undetected plaintext overflows are a prob-
lem because the client will then take incorrect computation results
as answers, which may have serious consequences in applications
like in health care or national defense. In this paper, we focus on
plaintexts in CKKS and build a plaintext overflow detection mech-
anism defined through a series of client-server interactions that
respects FHE’s indistinguishability over chosen plaintext attacks
(IND-CPA security).

2 RELATEDWORK
Since FHE was first formalized by Gentry [17] in 2009, there have
been numerous attempts to apply the principles of FHE to real-
world tasks. Some well-studied applications include using FHE in
biometric authentication and DNA matching [3, 20, 43], secure
banking [32], or contact tracing [39, 40], all without revealing sensi-
tive information about the engaged parties. In particular, encrypting
images with homomorphic encryption before processing them has
been recognized as a powerful privacy-preserving mechanism in
applications like face recognition [28, 33] or medical diagnoses
based on patients’ images [8, 12, 44].

Image classification tasks often involve developing and training a
novel neural network based on the requirements and specifications
of the particular image classification task. For example, Cryptonets
[18] is a classical feed-forward neural network made of 9 layers
including the convolutional layer, fully connected layer, average
pooling, and two activation functions: Square and Sigmoid. Cryp-
tonets implements the encryption scheme introduced by Bos et al.
in [6], which maps plaintexts in the ring 𝑅𝑛𝑡 := Z𝑡 [𝑥]/(𝑥𝑛 + 1) to
ciphertexts in the ring 𝑅𝑛𝑞 := Z𝑞 [𝑥]/(𝑥𝑛 +1). Our work differs from
Cryptonets in that we use the CKKS scheme for the encryption
and decryption of images. Our plaintexts are therefore complex
numbers, and a possibly indefinite number of homomorphic op-
erations can be supported through the bootstrapping procedure
of CKKS. AlexNet [2] is another powerful convolutional neural
network with FHE that achieves at least an 80-bit security level and
a 99% classification accuracy for encrypted MNIST [13] images.

These deep learning applications of FHE seek a temporary so-
lution to plaintext overflow by making their plaintext modulus
sufficiently large or by normalizing their plain data before encrypt-
ing them. In 2022, Lee and Shin [27] proposed Overflow-detectable
Floating-point Fully Homomorphic Encryption that has an inherent

plaintext overflow detection scheme using a separate ciphertext
acting as a flag. However, this method is limited to FHE schemes
using floating-point arithmetic and therefore is not applicable to
fixed-point arithmetic schemes like CKKS, BFV, or the Brakerski-
Gentry-Vaikuntanathan scheme [7]. To the best of our knowledge,
this paper introduces the first plaintext overflow detection scheme
demonstrated on CKKS.

3 BACKGROUND AND DEFINITIONS
In this preliminary section, we formally define FHE and the relevant
algorithms of CKKS, mostly following the conventions of [10] and
[17]. We also introduce relevant background knowledge in machine
learning, especially on the pooling and activation layers that are
involved in the Avg-Act Swap.

3.1 Fully Homomorphic Encryption
An FHE scheme has an efficient algorithm Evaluate such that for
some valid public key and private key pair (pk, sk), ciphertexts
𝑐𝑖 ← Encrypt(𝑝𝑘, 𝜋𝑖 ), and any efficient circuit 𝐶 , it outputs

𝜋 ← Evaluate(𝑝𝑘,𝐶, 𝑓 (𝜋1, 𝜋2, · · · , 𝜋𝑛)).
The result of evaluation 𝜋 is such that

Decrypt(𝑠𝑘, 𝜋) = 𝐶 (𝜋1, 𝜋2, · · · , 𝜋𝑛).
In the context of privacy-preserving machine learning image classi-
fication, the circuit 𝐶 is the trained neural network and the cipher-
texts are the encrypted pixel values of client’s images to classify.

3.1.1 Cheon-Kim-Kim-Song (CKKS). CKKS is a leveled homomor-
phic encryption scheme that supports approximate fixed-point
arithmetic. That is, every CKKS ciphertext has a level (𝑙 ) associated
with it, which begins from a predetermined 𝐿 and is reduced by 1
after each homomorphic operation on the ciphertext. If the level
of a ciphertext reaches 0, no more homomorphic operations can
be performed on it. The ciphertext level can be increased at this
point using the CKKS bootstrapping scheme, but bootstrapping is
not discussed in this paper.

For a positive integer 𝑀 , let Φ𝑀 (𝑋 ) be the 𝑀-th cyclotomic
polynomial of degree 𝑁 = 𝜙 (𝑀) . Then, for a chosen plaintext
modulus 𝑞, a CKKS plaintext is defined as a polynomial in R =

Z𝑞 [𝑋 ]/(Φ𝑀 (𝑋 )). Let H = {(𝑧 𝑗 ) 𝑗∈Z∗
𝑀

: 𝑧− 𝑗 = 𝑧 𝑗 ,∀𝑗 ∈ Z∗𝑀 } ⊆
CΦ(𝑀 ) . Furthermore, 𝑇 is a subgroup of the multiplicative group
Z∗
𝑀

satisfying Z∗
𝑀
/𝑇 = {±1}. Let 𝜋 : H→ C𝜙 (𝑀 )/2 be the natural

projection that sends a plaintext polynomial𝑚(𝑋 ) ∈ R to a vector
(𝑧 𝑗 ) 𝑗∈𝑇 . The ciphertext space is R𝑘𝑞𝑙 where 𝑙 is the level of the
ciphertext, 𝑞𝑙 is the ciphertext modulus at level 𝑙 , and 𝑘 is some
fixed integer. A fresh ciphertext that has never been operated on
homomorphically is an element of R2

𝑞𝐿
. Conventionally, we set the

plaintext modulus 𝑞 to equal the fresh ciphertext modulus 𝑞𝐿 . We
may use 𝑞𝐿 to refer to both numbers.

Given a (𝑁 /2)-dimensional vector z of complex numbers, se-
curity parameter 𝜆, scale factor Δ, canonical embedding 𝜎 , and
ciphertext modulus 𝑞𝐿 , the key generation, encoding, decoding,
encryption, and decryption algorithms are defined below. The size
of a CKKS plaintext𝑚 is defined as its canonical embedding norm
| |𝜎 (𝑚) | |∞.
• Ecd(z;Δ) →𝑚(𝑋 ) = 𝜎−1 (⌊Δ · 𝜋−1 (z)⌉𝜎 (R) ) ∈ R
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• Dcd(𝑚;Δ) → z = 𝜋 ◦ 𝜎 (Δ−1 ·𝑚)
• KeyGen(1𝜆) → sk (secret key), pk (public key), evk (evalua-
tion key)
• Enc𝑝𝑘 (𝑚) → c ∈ R𝑘𝑞𝐿 such that ⟨c, 𝑠𝑘⟩ =𝑚 + 𝑒 (mod𝑞𝐿) for
some small error polynomial 𝑒 such that | |𝑒 | |𝑐𝑎𝑛∞ ≪ ||𝑚 | |𝑐𝑎𝑛∞ .
• Dec𝑒𝑣𝑘 (c) →𝑚 = ⟨c, 𝑠𝑘⟩(mod𝑞𝑙 ) for c at level 𝑙 .

CKKS requires that | |𝑚 | |∞ ≪ 𝑞𝐿 in order to prevent plaintext
overflows. However, the scheme provides no inherent mechanism
to enforce this. While a plaintext overflow is rarely a problem in
the encoding phase, it is possible for | |𝑚 | |∞ to outgrow 𝑞𝐿 deeper
into computations [11]. Hence, we introduce the plaintext overflow
detection scheme in §7.

3.1.2 Ciphertext multiplication. Multiplication between cipher-
texts is one of the most expensive homomorphic operations [42].
Therefore, two natural approaches to speed up CKKS exist: (1) mak-
ing each multiplication cheaper and (2) doing fewer multiplications
in total. The Avg-Act Swap takes the second approach.

For two valid CKKS ciphertexts c = (𝑐0, 𝑐1) and c′ = (𝑐′0, 𝑐
′
1) that

encrypt𝑚 and𝑚′ respectively,

Mult(c, c′) → (𝑐0𝑐
′
0, 𝑐0𝑐

′
0 + 𝑐

′
0𝑐1, 𝑐1𝑐

′
1) (1)

is such that

Decrypt(𝑠𝑘,Mult(c, c′)) →𝑚′ ·𝑚′ .

However, we see that (1) defines the resulting product ciphertext
in terms of 3 polynomials instead of 2. Continuing to operate on this
larger ciphertext exponentially increases the size of the ciphertext
deeper into the circuit. Therefore, we need to perform the following
relinearization and rescaling after every homomorphic multiplica-
tion in CKKS, in order to reduce the size of the product back to 2
polynomials.

3.1.3 Relinearization. Relinearization works with the relineariza-
tion keyRelinKey generated byKeyGen(1𝜆) and some 3-polynomial
ciphertext (𝑐0, 𝑐1, 𝑐2) such that

Relin(RelinKey,(𝑐0, 𝑐1, 𝑐2)) → (𝑑0, 𝑑1)

and
Decrypt(𝑑0, 𝑑1) ≈ Decrypt(𝑐0, 𝑐1, 𝑐2) .

3.1.4 Rescaling. For a ciphertext c ∈ R𝑘𝑞𝑙 at level 𝑙 , and a lower
level 𝑙 ′ < 𝑙 , ⌊

𝑞′
𝑙

𝑞𝑙
c

⌉
← Rescale(c)

such that

⟨c′, 𝑠𝑘⟩ =
𝑞′
𝑙

𝑞𝑙
𝑚 +

𝑞′
𝑙

𝑞𝑙
𝑒 + 𝑒scale (mod 𝑞′

𝑙
)

where 𝑒scale ≤ 𝐵scale as introduced in §7.

3.2 Convolutional neural networks
The Avg-Act Swap involves two commonly used layers in deep neu-
ral networks: the average pooling layer (AvgPool) and the activation
layer (Activation).

Figure 1: AvgPool and activation layers in the Avg-Act Swap

3.2.1 AvgPool. Pooling reduces the complexity of input data to
extract prominent features and is therefore an essential operation in
deep neural networks. As shown in Figure 1, AvgPool with a kernel
size 𝑘 replaces 𝑘 pixels of an image in every kernel location with
the average of the values. Through AvgPool, the model learns the
relative importances of different regions of an image. There exist
other pooling methods like max pooling and global average pooling,
but AvgPool is most compatible to be computed homomorphically.

3.2.2 Activation. An activation function in machine learning is
simply an arithmetic function that is computed on all pixel values
of data equally to extract features from different regions of the data.
Activation functions are often critical in neural networks to learn
non-linearities in the data.

4 THE AVG-ACT SWAP
This section describes the first main contribution of this paper. We
propose the Avg-Act Swap, which is to place AvgPool before Ac-
tivation in neural networks over encrypted data. In doing so, we
reduce by a factor of 𝑘 the number of ciphertext multiplications,
relinearizations, and rescaling operations the model needs to ho-
momorphically compute. In the implementation of the Avg-Act
Swap, Activation is entirely absorbed into the end of AvgPool in
such a way that the layers are now collectively considered the new
AvgPool layer, as shown in Figure 1. In neural networks over unen-
crypted data, it is conventional to place Activation before AvgPool,
as seen in many well-known designs [18, 22, 38]. This design choice
allows the model to learn more patterns in data before its complex-
ities are reduced through pooling. Since multiplying unencrypted
data is not a computationally expensive task, there is no incentive
in unencrypted machine learning tasks to swap the order of Avg-
Pool and Activation and reduce the number of multiplications done.
To do so would come at the cost of drops in accuracy and only a
marginal gain in speed.

However, the multiplication operation in FHE is extremely ex-
pensive. For example, one way to compute the linearly approxi-
mated Hyperbolic Tangent (Tanh) function homomorphically as
𝑥 − 0.333𝑥3 + 0.133𝑥5 requires 3 ciphertext multiplications, 3 re-
linearization operations, and 5 rescaling operations as shown in
Algorithm 1.
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Algorithm 1 Computing Tanh homomorphically in CKKS

Require: Ecd, Relin, RS are valid functions to encode complex
numbers into CKKS ciphertexts, relinearize a CKKS ciphertext,
and rescale a CKKS ciphertext, respectively.

coeff1← Ecd(0.333)
coeff2← Ecd(0.133)
power_two← x*x
Relin(power_two)
RS(power_two)

power_three← power_two * x
Relin(power_three)
RS(power_three)

power_five← power_two * power_three
Relin(power_five)
RS(power_five)

term2← coeff1 * power_three
RS(term2)
term3← coeff2 * power_five
RS(term3)
x← x - term2 + term3

return x

We show in §6 that the Avg-Act Swap helps neural networks
to achieve significantly faster encrypted inference speeds while
maintaining high accuracies.

5 CONVOLUTIONAL NEURAL NETWORKS
The key to effectively using the Avg-Act Swap is to minimize the
drop in accuracy after swapping the order of Activation and Avg-
Pool.We therefore design the following 5- and 8-layer convolutional
neural networks (CNN), which utilize the Avg-Act Swapwhile main-
taining accuracies similar to their equivalents without the Avg-Act
Swap (see §6 for performance evaluations).

5.1 5-layer CNN
We define CNN5,trad as shown below, which is a 5-layer CNN that
places Activation before AvgPool like in most traditional neural
networks over unencrypted data.

(1) Convolutional Layer. Receives an encrypted image of size (1,
28, 28). Kernel size is 5, stride is 5, and number of output
channels is 4. Therefore, the output image is of size (4, 24,
24).

(2) Activation.Apply activation to every pixel of the input image.
Therefore, the output image is of size (4, 24, 24).

(3) AvgPool Layer. Kernel size is 4 and stride is 4. Therefore, the
output image is of size (4, 6, 6).

(4) Flatten Layer. Flatten the input image to one dimension.
Therefore, the output image is of size (4*6*6) = (144).

(5) Linear Layer. The number of input features is 144 and that
of output features is 10. Therefore, the output data is of size
(10).

To apply the Avg-Act Swap to CNN5,trad, we simply switch the
order of AvgPool and Activation from CNN5,trad and get CNN5,swap
as shown in Figure 2. We choose 𝑘 = 4 for the kernel size in
both CNN5,trad and CNN5,swap, which yields the lowest (12.02%)
reduction in encrypted inference time fromCNN5,trad to CNN5,swap.
Our provided models therefore show the most conservative results,
and choosing other kernel sizes (𝑘 = 1, 2, 3, 5) may lead to even
larger increases in speed, as we show empirically in §6. The accuracy
of CNN5,swap is 99%, which is comparable to that of many existing
classifiers of encrypted images [1, 16, 21, 31].

5.2 8-layer CNN
In this section we introduce a deeper neural network that is suitable
for more complicated tasks, such as classifying more complicated
images. CNN8,trad as defined below is made of two convolutional
blocks and a final linear layer to format the output as 10 probability
classes.

(1) Convolutional Layer 1. Receives an encrypted image of size
(1, 28, 28). Kernel size is 5, stride is 5, and number of output
channels is 4. Therefore, the output image is of size (4, 24,
24).

(2) Activation 1. Apply activation to every pixel of the input
image. Therefore, the output image is still of size (4, 24, 24).

(3) AvgPool Layer 1. Kernel size is 2 and stride is 2. Therefore,
the output image is of size (4, 12, 12).

(4) Convolutional Layer 2. The number of input channels is 4
and the number of output channels is 12. Kernel size is 5 and
stride is 5. Therefore, the output image is of size (12, 8, 8).

(5) Activation 2. Apply activation to every pixel of the input
image. Therefore, the output image is still of size (12, 8, 8).

(6) AvgPool Layer 2. Kernel size is 2 and stride is 2. Therefore,
the output image is of size (12, 4, 4).

(7) Flatten Layer. Flatten the input image to one dimension.
Therefore, the output image is of size (12*4*4) = (192).

(8) Linear Layer. The number of input features is 192 and that
of output features is 10. Therefore, the output data is of size
(10).

Apply the Avg-Act Swap to the second convolutional block to
obtain CNN8,swap, whose structure is shown in Figure 3. We do not
apply the Avg-Act Swap to the first convolutional block, because
doing so drops the accuracy to an unreasonable value. Experimen-
tal results in §6 show that even one Avg-Act Swap in CNN8,trad
reduces the encrypted inference time by up to 39.44% for the Square
activation function.

5.3 Making CNNs FHE-friendly
We take a few measures to make the CNNs work homomorphically
on encrypted data.

5.3.1 Quantization. FHE is only compatible with integers. There-
fore, we use the following linear approximations of two of the most
widely used polynomial activation functions in the FHE-friendly
versions of our CNNs. Most extensive tests are done using the
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Figure 2: The structure of CNN5,swap

Figure 3: The structure of CNN8,swap

Square activation function, since it is used in multiple CNN en-
crypted inference tasks [2, 19, 24] in place of more complex activa-
tion functions that may be too expensive to compute homomorphi-
cally.
• The Square activation function is used as it is, as

𝑥2 .

• The Tanh function is
𝑒2𝑥 − 1
𝑒2𝑥 + 1

,

bounded in the range (-1,1). To train both our models and
for encrypted inference, we linearly approximate the Tanh
function as

𝑥 − 0.333𝑥3 + 0.133𝑥5 .

5.3.2 Client-Server interaction. There are two parties involved in
our FHE computation: a client and a server. Like in many practical
applications of FHE, we assume the client (the data owner) wants
to outsource the processing of their data to an untrusted server

without revealing the content of their data. In our implementa-
tions, the client generates its CKKS key pair. It uses the keys with
CKKS encoding and encryption schemes to turn its images repre-
sented as complex numbers into ciphertexts. The server obtains
the ciphertexts, homomorphically classifies them using one of the
FHE-friendly CNNs, and returns the encrypted classification results
to the client. The client decrypts the results with its CKKS private
key. Notice that the server does not have access to the client’s pri-
vate key and therefore at no point during the processing of the
encrypted images is the server able to decrypt the images being
processed.

6 AVG-ACT SWAP PERFORMANCE
EVALUATION

In this section, we report results of experiments that test the perfor-
mance of the 5- and 8-layer CNNs. Accuracy is measured based on
classifications of 100 encrypted MNIST test images and encrypted
inference time is the average time needed to classify 10 encrypted
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Table 1: CKKS encryption parameters for FHE-friendly CNNs
with Square activation

CKKS Parameter Value

Scale factor 230

Modulus chain {31, 30[*8] 31}
Polynomial modulus 214

Number of plaintexts one ciphertext encodes 213
Number of possible multiplications 9

MNIST test images, one image at a time. Unless otherwise speci-
fied, all experiments were conducted on an e2-standard-32 machine
with 32 vCPUs and 128GB of memory. The CPU platform is Intel
Broadwell.

6.0.1 Machine learning implementation. We use PyTorch [34] to
implement the neural networks and Pyfhel [23] to translate the
neural network layers to their FHE-friendly equivalents. Pyfhel
uses Microsoft SEAL [30] and OpenFHE [4] for backend support.

6.0.2 FHE implementation. We implement CKKS using PyCrCNN
[14]. PyCrCNN depends on Pyfhel library v2.0.1, Laurent (SAP)
and Onen (EURECOM) in the backend. We use the following CKKS
encryption parameters for all instances of the FHE-friendly CNNs
using the Square activation function.

The 30[*8] in the modulus chain means 30 repeated 8 times. Us-
ing 230 as the scale factor is common in many toy implementations
of CKKS [11, 41]. The modulus chain begins and ends with a factor
slightly larger than the exponent of the scale factor, while the inter-
mediate factors, totaling the maximum number of multiplications
to be performed, are set to equal the scale factor exponent, as rec-
ommended in [10]. The actual maximum number of multiplications
needed is less than 9 in most instances of our CNNs. For exam-
ple, both the 8-layer CNN with Square activation and the 5-layer
CNN with Tanh activation require a maximum of 7 homomorphic
operations. However, we assign a few more moduli in the chain
to account for any variables during computation and ensure an
uninterrupted processing, as is the practice in many real-world
FHE applications. Using a longer modulus chain than what is ab-
solutely required slows down the encrypted inference; therefore,
the proposed CNNs working with a tighter CKKS parameters could
potentially lead to an increased speed.

6.0.3 Training and testing. We train the CNNs using 60,000 unen-
crypted MNIST train images. We then test the models using 10,000
unencryptedMNIST test images to check themodels’ accuracywith-
out FHE. To test the accuracy of the models with FHE, we make
them FHE-friendly using PyCrCNN and classify 100 encrypted
MNIST test images with them.

In the FHE-friendly models, various parameters for neural lay-
ers, such as weights and bias for the convolutional layer, are first
retrieved from the model trained on unencrypted images and then
encrypted using the client’s public key. The parameters can then
be computed with encrypted data homomorphically as needed in
the layers. The server must use the public key generated by the
client to do so, because homomorphic operations can only be done
on ciphertexts generated in the same cryptographic context.

We measure two real times for testing: (1) the sum of time taken
in each neural layer except for the flatten layer (the total encrypted
inference time) and (2) the time needed to complete AvgPool and
Activation involved in the Avg-Act Swap (the total Avg-Act time).
For both (1) and (2), we report the average time for processing 10
encrypted MNIST images, one at a time.

6.1 Performance of the 5-Layer CNN
In this section, we test how deploying the Avg-Act Swap in the
5-layer FHE-friendly CNNs affects the accuracy and the encrypted
inference time of the models. Stride is always set equal to the kernel
size, which is the default option from PyTorch. As seen in Table 2,
the Avg-Act Swap used with the Square activation function (‘Swap’)
achieves a 25.67% shorter encrypted inference time with a 98% accu-
racy, compared to its companion model (‘Trad’) without the Swap
when 𝑘 = 2. Furthermore, the combined time of AvgPool and Acti-
vation is reduced by up to 95.70%. We also see that the FHE-friendly
CNN has only a small difference in accuracy from the plain model
(‘Plain’) classifying unencrypted images. These results demonstrate
that the Avg-Act Swap achieves significant speed improvements
with marginal or no drops in accuracy. Performance evaluations
using the Tanh activation function instead of the Square activation
function are reported in Appendix A. Most notably, the Tanh activa-
tion used with AvgPool of kernel size 3 achieves a 47.63% increase
in encrypted inference speed with a 96% accuracy. This shows that
the Avg-Act Swap can support high-degree polynomial functions
with high accuracy.

6.2 Performance of the 8-Layer CNNs
The test results from this section show that the Avg-Act Swap is
able to support deeper neural networks. The 8-layer model achieves
similar speed improvements as the 5-layer CNN with the Avg-Act
Swap and with at most a 3% drop in accuracy.

6.3 Applying the Avg-Act Swap to Lenet-5
In this section, we demonstrate the usefulness of the Avg-Act Swap
as a deployable tool by showing that the technique reduces the
encrypted inference time of Lenet-5 [26] (or in short, Lenet) by
28.6%. Lenet is made of 9 layers of convolutional, AvgPool, Tanh
activation, and linear layers. Because Lenet remains manageable
even with expensive homomorphic operations and all its layers can
be implemented with FHE, Lenet makes a good case study to test
the performance of the Avg-Act Swap. The structure of Lenet is
reproduced below.

(1) Image preprocessing.MNIST images of size 28× 28 are padded
to become 32 × 32.

(2) Convolutional layer 1. Receives an encrypted image of size
(1,32,32). Kernel size is 5, stride is 1, and the number of output
channels is 6. Therefore, the otput image is of size (6, 28, 28).

(3) Tanh activation 1.Apply Tanh activation to every pixel of the
input image. Therefore, the output image is of size (6,28,28).

(4) Average pool 1. Kernel size is 2 and stride is 2. Therefore, the
output image is of size (6, 14, 14).

(5) Convolutional layer 2. The number of input channels is 6 and
the number of output channels is 16. Kernel size is 5 and
stride is 1. Therefore, the output image is of size (16,10,10).
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Table 2: Encrypted inference times (sec) of 5-layer CNNs using Square activation

Kernel size Total encrypted inference time Total Avg-Act time
Trad. Swap % decrease Trad. Swap % decrease

2 555.61 413.00 25.67 105.71 4.55 95.70
3 524.55 423.63 19.24 105.75 15.06 85.76
4 493.61 432.38 12.40 111.80 9.77 91.26
5 509.70 411.13 19.34 104.28 4.58 95.60

Table 3: Accuracies (%) of the 5-layer CNNs using Square
activation

Kernel
size

Traditional accuracy Swap accuracy
Plain FHE % change Plain FHE % change

2 99 99 0 97.64 98 0
3 98.17 99 1 97.13 100 3
4 97.88 100 2 96.36 99 3
5 96.96 98 1 94.18 98 4

(6) Tanh activation 2.Apply Tanh activation to every pixel of the
input image. Therefore, the output image is of size (16,10,10).

(7) Average pool 2. Kernel size is 2 and stride is 2. Therefore, the
output image is of size (16,5,5).

(8) Convolutional layer 3. The number of input channels is 16
and the number of output channels is 120. Kernel size is 5 and
stride is 1. Therefore, the output image is of size (120,1,1).

(9) Flatten layer. Flatten the input image to one dimension. There-
fore, the output image is of size (120*1*1)=(120).

(10) Linear layer 1. The number of input features is 120 and that
of output features is 84. Therefore, the output image is of
size (84).

(11) Linear layer 2. The number of input features is 84 and that of
output features is 10. Therefore, the output image is of size
(10).

We apply the Avg-Act Swap to Lenet by swapping Tanh acti-
vation 2 and average pool 2, and call the new model Lenetswap.
Similarly to our design of CNN8,swap, we Avg-Act Swap only the
later occurrence of activation and AvgPool to maintain a reasonable
accuracy.

6.3.1 FHE implementations. To support the increased circuit depth
and subsequently more homomorphic operations, we choose in-
creased CKKS encryption parameters as shown in Table 6 to imple-
ment FHE-friendly Lenet and Lenetswap.

6.3.2 Performance. Below, we compare the performance (in terms
of encrypted inference speed) of Lenetswap to that of Lenet. The
experiments reported in these section were conducted on a c3-
standard-88 machine with 88 vCPUs and 352GB of memory. The
CPU platform is Intel Sapphire Rapids.

We see from Figure 4 that Lenetswap achieves a 28.58% reduc-
tion in encrypted inference time compared to Lenet, and a 76.06%
reduction in the total combined time for the second occurrence
of AvgPool and Activation. While Lenet achieves a 100% accuracy,
Lenetswap achieves a 90% accuracy in classifying 100 encrypted

Figure 4: Lenet and Lenetswaptime measurements

MNIST images. While Lenetswap is less accurate than our 5- and 8-
layermodels, its accuracy is still comparable to that ofmany privacy-
preserving machine learning models [5, 36, 37]. This demonstrates
that the Avg-Act Swap may be deployed in existing deep learn-
ing models to significantly speed up encrypted inference when
processing encrypted data.

7 PLAINTEXT OVERFLOW DETECTION IN
CKKS

In this final section of the paper, we introduce the first formalized
method to detect plaintext overflow after homomorphic operations.
In CKKS, one plaintext encodes 𝑁 /2 complex numbers. If any one
of the numbers grows larger than the plaintext modulus, all 𝑁 /2
numbers are wiped out to lose meaning. While only a few homo-
morphic operations are not likely to cause a plaintext overflow since
the modulus is often a large power of 2, overflow is a possibility in
deep circuits where a single plaintext goes throughmany operations.
We consider the following use case for our method.
• A remote server has a series of private homomorphic opera-
tions that is not known beforehand to the client.
• A client wishes to outsource its encrypted data to the server
and retrieve the encrypted result of the server’s operations
performed on its data.

In addition to the CKKS preliminaries introduced in §3, we re-
produce here the formal definitions of plaintext errors as intro-
duced in [10]. A full CKKS ciphertext is defined as (c, 𝑙, 𝑣, 𝐵) where
c = (c0, c1) is the polynomial ciphertext, 𝑙 is the level of the cipher-
text, 𝑣 is some upper bound of the underlying plaintext𝑚 such that
| |𝑚 | |𝑐𝑎𝑛∞ ≤ 𝑣 , and 𝐵 is the error bound of c. The error bound of a
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Table 4: Encrypted inference times (sec) of 8-layer CNNs using Square activation

Kernel size Total encrypted inference time Total Avg-Act time
Trad. Swap % decrease Trad. Swap % decrease

2 945.47 572.60 39.44 11.25 1.53 86.40
3 854.57 572.19 33.04 11.21 1.48 86.78
4 860.62 572.81 33.44 11.06 1.00 90.95
5 848.22 567.75 33.06 11.12 0.29 97.37

Table 5: Accuracies (%) of the 8-layer CNNs using Square
activation

Kernel
size

Traditional accuracy Swap accuracy
Plain FHE % change Plain FHE % change

2 99 99 0 98.78 98 -1
3 98.02 98 0 97.43 98 0
4 98.50 99 0 97.63 96 -2
5 96.41 97 0 94.63 97 2

Table 6: CKKS encryption parameters for Lenetswap

CKKS Parameter Value

Scale factor 230

Modulus chain {31, 30[*15] 31}
Polynomial modulus 215

Number of plaintexts one ciphertext encodes 214

Number of possible multiplications 16

fresh ciphertext is equivalent to the encryption noise and is com-
puted as 𝐵clean = 8

√
2𝜎𝑁 + 6𝜎

√
𝑁 + 16𝜎

√
ℎ𝑁 where ℎ = ℎ(1𝜆, 𝑞𝐿)

is an integer chosen while the client generates its keys, and 𝜎 is the
square root of the variance of each coefficient of𝑚. The relative er-
ror of a ciphertext is defined as 𝛽 = 𝐵/𝑣 . After every homomorphic
operation, the value of 𝐵 is changed in a predetermined way intro-
duced in [10], depending on the type of the operation. Therefore, it
is possible to estimate the resulting value of 𝛽 after a known series
of homomorphic operations on the ciphertext.

7.1 Overflow Detection
We propose a method that the client can use to detect overflows in
their plaintexts. This protocol has IND-CPA security as required
by FHE, but does not guarantee server privacy, as is also the case
in FHE. In our protocol, the server has three sets of homomorphic
operations defined as follows.
• The actual operations. These are the operations that the
server wishes to perform on the client’s data. For example,
this can be the functions involved in image classification.
• The maximum error bound operations. These are the
operations to compute the final error bound 𝐵result of a ci-
phertext after performing the actual operations on it. For
example, if the actual operation is rescaling a ciphertext
(c1, 𝑙, 𝑣1, 𝐵1) from level 𝑙 to 𝑙 ′, the rescaled ciphertext be-
comes (c2, 𝑙 ′, 𝑝𝑙−𝑙

′ · 𝑣, 𝑝𝑙−𝑙 ′ ) [10].

• The relative error operations. These are the operations
to compute the theoretical relative error of a ciphertext after
performing the actual operations on it. For example, if the
actual operation ismultiplying (c1, 𝑙, 𝑣1, 𝐵1) and (c2, 𝑙, 𝑣2, 𝐵1),
then the error bound operation computes

𝛽′ = 𝛽1 + 𝛽2 + 𝛽1𝛽2 +
𝐵mult (𝑙) + 𝑝𝑙−𝑙

′ · 𝐵scale
𝑣1𝑣2

.

The server homomorphically computes themaximum error bound
and relative error of the ciphertext after it goes throughmany homo-
morphic operations. These values have to be computed separately
from the actual ciphertext because the tag information (𝑙 , 𝑣 , 𝐵) are
not encoded into the ciphertext, but are instead conceptual fea-
tures that describe the ciphertext. Computing three separate sets
of homomorphic operations is extremely expensive for the server.
Parallelizing these three operations, by means such as making the
tag information an inherent part of the CKKS ciphertext through
some packing, is a natural extension to this work.

Specifically, the client and the server engages in the following
interaction to facilitate the overflow detection on the client’s side.

(1) The client encrypts its message𝑚 as ciphertext 𝑐 . The client
also encrypts 𝐵clean, 𝜎 , 𝑁 , ℎ, 𝑣1, and 𝑣2 as 𝐶𝐵clean , 𝑐𝜎 , 𝑐𝑁 ,
𝑐ℎ , 𝑐𝑣1 , and 𝑐𝑣2 respectively. The client sends all encrypted
values to the server.

(2) The server computes Algorithm 2.
(3) The client detects a potential overflow in its plaintext through

Algorithm 3.

Algorithm 2 Homomorphic computations by the server
Require: Receive c1, c2,𝐶𝐵clean , 𝑐𝜎 , 𝑐𝑁 , 𝑐ℎ, 𝑐𝑣1 , and 𝑐𝑣2 from the

client.
1. Actual homomorphic operations
cmult ← Mult𝑒𝑣𝑘 (c1, c2)
cresult ← RS𝑙→𝑙 ′ (cmult)
return cresult

2. Maximum error bound operations
𝐵ks ← 8𝜎𝑁 /

√
3

𝐵scale ←
√︁
𝑁 /3 · (3 + 8

√
ℎ)

𝐵mult (𝐿 − 1) ← 𝑝𝑙
′−𝑙 · 𝑞𝑙 · 𝐵ks + 𝐵scale

𝐵result ← 𝑣1𝐵2 + 𝑣2𝐵1 + 𝐵1𝐵2 + 𝐵mult (𝐿 − 1)
return 𝐵result

3. Relative error operations
𝛽result ← 𝛽1 + 𝛽2 + 2−𝐿−2

return 𝛽result
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Relinearization is considered a part of multiplication and the
errors accumulating after the two operations are computed together.

Algorithm 3 describes the actions of the client to detect the
plaintext overflow, beginning from when the client receives the
homomorphically computed ciphertext, error bound, and relative
error bound from the server.

Algorithm 3 Plaintext overflow detection by the client
Require: Client receives cresult, 𝐵result, and 𝛽result from the server,

all computed through algorithm 2.
𝑚 + 𝑒 ← Dec(cresult)
𝐵 ← Dec(𝑐𝐵result )
𝛽 ← Dec(𝑐𝛽result )
𝛽′ ← 𝐵/𝑣
if 𝛽′ > 𝛽 then

Plaintext overflow detected in cresult
else
No plaintext overflow detected in cresult

end if

We assume that the inherent noise handling in CKKS works
correctly, and therefore the condition 𝛽′ > 𝛽 is only triggered by a
plaintext overflow, and not an actual noise explosion in the plaintext.
A correct canonical embedding for CKKS encoding ensures that the
small errors inserted in plaintexts do not blow up during encoding
and decoding. Furthermore, homomorphic additions do not incur a
significant increase in error. Homomorphic multiplications cause
a noticeable raise in plaintext noise, but the rescaling operation
reduces the noise back to a manageable level by dividing it by a
scale factor.

7.1.1 Possible overflow in maximum error bounds. The initial error
bound 𝐵clean is encrypted in the same cryptographic context as
the actual message 𝑚 and therefore is subject to the same over-
flow problem. If the error bound overflows during the maximum
error bound operations of the server, then the overflow detection
fails. However, we show that the probability of this happening is
negligible, without formal proofs. Because | |𝑒 | |𝑐𝑎𝑛∞ ≪ ||𝑚 | |𝑐𝑎𝑛∞ ≪ 𝑞

and 𝐵clean are true, it follows, with some abuse of notation, that
𝐵clean ≪ ||𝑚 | |𝑐𝑎𝑛∞ . Therefore, the probability of 𝐵 growing larger
than 𝑞 insignificant in all implementations of CKKS that correctly
follow the recommended parameter setup of the original scheme.

We pay a closer attention to the error bound of a product of
two ciphertexts. Multiplying (c1, 𝑙, 𝑣1, 𝐵1) and (c2, 𝑙, 𝑣2, 𝐵2) gives
(cmult, 𝑙, 𝑣1𝑣2, 𝑣1𝐵2 + 𝑣2𝐵1 + 𝐵1𝐵2 + 𝐵mult (𝑙)) where 𝐵mult (𝑙) is de-
fined as 𝑃−1 ·𝑞𝑙 ·𝐵𝑘𝑠 +𝐵scale . Since in CKKS, 𝑞𝑖 ≈ 𝑞𝑖+1

Δ and 𝑞𝑙 ≠ 𝑞𝐿 ,
we conclude that 𝑞𝑙 < 𝑞𝐿 . Furthermore, in the implementation
of CKKS in [10], it is stated that 𝑃 · 𝑞𝐿 is the largest modulus to
generate an evaluation key and it suffices to assume that 𝑃 is ap-
proximately equal to𝑞𝐿 . Therefore, 𝑃−1 ·𝑞𝑙 ≪ 𝑞𝐿 and the possibility
of 𝐵scale overflowing 𝑞𝐿 in all practical applications of our scheme
is negligieble.

7.1.2 Possible overflow in relative error bounds. The relative error
bounds are defined for addition and multiplication. The addition
of ciphertexts with relative error bounds 𝛽𝑖 results in a ciphertext
whose error is bounded by max𝑖 𝛽𝑖 . Since the 𝑣𝑖 of fresh ciphertexts

are less than 𝑞𝐿 , it is easy to see that additions do not produce
ciphertexts with incorrect relative error bounds due to overflown
𝑣𝑖 . The max𝑖 𝛽𝑖 = 𝐵𝑖

𝑣𝑖
chosen for any sums would have 𝑣𝑖 < 𝑞𝐿 and

therefore be correct with no overflow.
The product of ciphertexts with relative error bounds 𝛽1 and 𝛽2

produces a new relative error bound

𝛽′ = 𝛽1 + 𝛽2 + 𝛽1𝛽2 +
𝐵mult (𝑙) + 𝑝𝑙−𝑙

′ · 𝐵scale
𝑣1𝑣2

.

We take a result derived in [10], which states that

𝛽1𝛽2 +
𝐵mult (𝑙) + 𝑝𝑙−𝑙

′ · 𝐵scale
𝑣1𝑣2

≤ 𝛽∗

for some constant 𝛽∗ ≤ 2−𝐿−2 . This condition ensures that the
ciphertext remains decryptable after evaluation of circuits of depth
less than 𝐿 − 1. Therefore, we approximate the relative error bound
of a product as

𝛽′ ≤ 𝛽1 + 𝛽2 + 2−𝐿−2

in the homomorphic relative error operations of the server. Doing
so ensures that the computed relative error bound is correct without
a possible overflow in computing 𝑣1𝑣2 and 𝐵scale.

7.1.3 IND-CPA security. A homomorphic encryption scheme en-
sures IND-CPA security. That is, a probabilistic polynomial time
adversary has only negligible advantage over random guessing to
distinguish between ciphertexts of two distinct plaintexts (see §B
for a formal definition). Our proposed overflow detection proto-
col respects IND-CPA security, because all additional parameters
provided by the client to the server for the detection protocol are
encrypted just like the client’s plaintext. The server learns no ad-
ditional information about the client’s plaintext, compared to in
an FHE scheme without our protocol. This is true even when the
server learns whether the client detected a plaintext overflow or
not through, for example, the client’s subsequent behaviors.

7.1.4 Extensibility. Our plaintext overflow detection protocol can
be modified to be used in other fixed-point arithmetic FHE schemes
with notions of error similar to those of CKKS. For example, in
the encryption schemes for BGV and BFV, the client samples two
error terms 𝑒1 and 𝑒2 from a known error distribution 𝜒 . To keep
the noise under control, BFV and BGV define the size of noise re-
sulting from each type of homomorphic operation. While BFV and
BGV do not explicitly define relative error like CKKS does, it is
possible for the server to compute the ratio of maximum error to
maximum plaintext size, using the encrypted error terms and plain-
text provided by the client. We may use this ratio as the equivalent
of CKKS’s relative error. Furthermore, unlike in CKKS, the error
terms in BFV and BGV can be separated from the plaintext after
decryption. Therefore, the server only needs to perform two series
of homomorphic operations: the actual operations on the plaintext
and the relative error computations. The client’s task to check for
a plaintext overflow is now reduced to checking whether the ratio
of the separated error term to the retrieved plaintext is larger than
the relative error it received from the server.

8 DISCUSSION
In this section, we discuss methods to strengthen the applicability of
the Avg-Act Swap and suggest a possible experimental methodology
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to verify and improve our plaintext overflow detection protocol. In
this paper, we tested the speed improvements of using the Avg-Act
Swap by computing the average time taken to classify 10 encrypted
MNIST images. While this decision was made considering the slow-
ness of encrypted inference using FHE and our limited resources,
the Swap can be more thoroughly evaluated with more robust test
sets, such as CIFAR-10 [25] or the full MNIST test set consisting
of 10,000 images. Our plaintext overflow detection protocol is a
work in progress. In particular, it has not been implemented and
tested on real plaintext overflows. To test the protocol’s applica-
bility to real systems, we suggest implementing a CKKS scheme
with a small modulus and applying our protocol while squaring
a known integer repeatedly until it grows larger than the chosen
modulus. A particularly desirable efficiency improvement for our
protocol would be to avoid computing three separate sets of FHE
operations.

9 CONCLUSION
In this work, we presented two separate techniques that improve
the performance and integrity of computing FHE over deep circuits.
The Avg-Act Swap brings us a step closer towards faster machine
learning applications of FHE. While it is a common practice to
perform Activation before AvgPool in neural networks over unen-
crypted data, we showed with experimental results that swapping
the order of the two operations can significantly improve the speed
of encrypted inference at the cost of a small drop in accuracy in care-
fully designed neural networks. Furthermore, by using the Avg-Act
Swap in Lenet-5 and achieving an over 28% reduction in encrypted
inference speed, we showed the potential of the Avg-Act Swap as a
deployable tool in existing neural networks.

Furthermore, we introduced the first formalized plaintext over-
flow detection method in CKKS. Prior to this work, there was no
protocol for a client to find out whether their plaintext overflowed
during homomorphic operations and became meaningless. There-
fore, FHE implementations resorted to setting the plaintext modulus
very large in order to prevent plaintext overflows. While our plain-
text detection scheme does not prevent an overflow or recover the
correct result after an overflow happened, it allows the client to dis-
cern between valid and invalid decryption results. This technique
is particularly useful in ensuring the integrity of data processed
with FHE over deep circuits where an overflow is more likely and
it is difficult to estimate the circuit depth.
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A PERFORMANCE EVALUATION OF TANH
ACTIVATION

Below, we report the encrypted inference speed and accuracy of the
Tanh activation function used in the FHE-friendly 5-layer model
with the Avg-Act Swap, compared to the equivalent models without
the Swap. The total encrypted inference time is the average time
of processing 100 encrypted MNIST images, measured from the
beginning of the first convolutional layer to the end of the linear
layer.

Table 7: Accuracies (%) of FHE-friendly 5-layer CNN using
Tanh activation

Kernel
size

Traditional accuracy Swap accuracy
Plain FHE % change Plain FHE % change

2 97.59 99 1 96.23 93 -3
3 97.53 98 0 94.92 96 -1
4 97.35 98 1 96.20 89 -7
5 96.33 100 4 89.22 11 -78

B IND-CPA SECURITY
Given the PKE scheme Π = (𝐾𝐺𝑒𝑛, 𝐸𝑛𝑐, 𝐷𝑒𝑐) and an adversary A,
we define the following indistinguishability game.

Algorithm 4 Indistinguishablility game 𝑃𝑢𝑏𝐾𝑐𝑝𝑎

A,Π
(𝜆)

(𝑝𝑘, 𝑠𝑘) ← 𝐾𝐺𝑒𝑛(1𝜆)
(𝑚0,𝑚1) ← A(1𝜆, 𝑝𝑘)
𝑏

$←− {0, 1}
c← 𝐸𝑛𝑐 (𝑝𝑘,𝑚𝑏 )
𝑏′ ← A(1𝜆, 𝑝𝑘, 𝑐)
return 1 if 𝑏′ = 𝑏 and 0 otherwise.

Definition B.1. [29] A PKE scheme Π is IND-CPA secure if for all
probabilistic polynomial time adversaries A there is a negligible
function 𝑛𝑒𝑔𝑙 (𝜆) such that

𝑃𝑟 [𝑃𝑢𝑏𝐾𝑐𝑝𝑎

A,Π
(𝜆) = 1] ≤ 1

2
+ 𝑛𝑒𝑔𝑙 (𝜆) .
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Table 8: Encrypted inference times (sec) of 5-layer CNNs using Tanh activation

Kernel
size

Total encrypted inference time Total Avg-Act time
Trad. Swap % decrease Trad. Swap % decrease

2 506.47 329.59 34.92 246.57 59.85 75.73
3 508.03 266.06 47.63 245.84 26.97 89.03
4 500.88 244.44 51.20 246.55 15.21 93.83
5 510.55 242.28 52.54 244.92 7.22 97.05
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