Passlog: Private Authentication Logging with Public State

Abstract. Account compromise is challenging to prevent
completely, and so users need to be able to quickly detect
compromise in order to minimize the damage. Authentication
logging systems make it possible for a user to fetch a com-
prehensive list of all logins made to her accounts. However,
existing systems provide authentication logging at the expense
of allowing the log provider to learn sensitive information or
tamper with authentication logs. To address this problem, we
present Passlog, a privacy-preserving authentication logging
system where one or more parties can run the log service,
and any number of parties can audit the log service. In
Passlog, the log record state is public, which enables any
number of parties to maintain and audit the log service,
but does not reveal private information. The challenge is
to hide the identity of the user and web service from the
log service while still allowing the log service to enforce
that every authentication is correctly recorded. We design,
implement, and evaluate Passlog to support both a centralized
and decentralized log service. Our implementation of Passlog
with an auditable log service running on one server with
eight CPU cores and a client and relying party running on
four cores each executes an authentication in 1025ms.

1. Introduction

Account security is a weak point in many computer
systems. The question is not whether user accounts will be
compromised, but rather which accounts will be compro-
mised when, how fast the breaches will be discovered, and
how much damage will be caused. For example, attackers
stole LastPass data by compromising an engineer’s personal
computer and obtaining credentials [83], an attack that
spanned 2.5 months and resulted in LastPass advising all
customers to change their passwords. Accounts are challeng-
ing to secure in part because they involve humans, who have
many accounts in many different contexts and very limited
capacity to remember and update authentication information,
yet great capacity to cause devastating consequences through
a single mistake.

We argue that user authentication systems must be
designed not just to resist compromise, but also to facil-
itate detection and recovery. Unfortunately, the best widely
deployed alternatives today require us to pick one. The
gold standard in resisting compromise is FIDO2/passkeys—
authenticator devices that can be used with many services,
employ secure hardware, and do not require delegating
any security-critical credential secrets to the cloud. Yet
discovering whether and where a FIDO?2 authenticator has
been misused is nearly impossible. Conversely, single sign-on

systems such as OpenlD (e.g., sign in with Google) provide
comprehensive logging across many services, yet increase the
attack surface by trusting cloud providers and often storing
web cookies far more privileged than the user’s immediate
intent to access one service.

Larch [29] was the first proposal to achieve the best
of both worlds—combining FIDO2 and its benefits with
comprehensive, centralized logging of all accesses made to
any of a user’s accounts across all contexts (personal and
work). While larch had the benefit of working with existing,
unmodified services supporting existing authentication stan-
dards (so-called relying parties), it paid a price for backwards
compatibility. An attacker who controls both the larch log
provider and a relying party can link a user across accounts,
harming privacy. One consequence is that log providers must
maintain secrets, and there is no way to store log records on
a widely replicated and publicly auditable ledger.

This paper answers the question: what’s the best design
point for user authentication if we don’t need unmodified
relying parties. We presents Passlog, a decentralized authen-
tication logging system where one or more parties can run
the logging service, and any number of parties can verify
that the log is being maintained correctly. None of the parties
that run or audit the log service learn sensitive information
or user credentials—Passlog protocol messages and public
state only reveal that a particular operation is taking place at
a particular time. In this way, adding parties to the system
only improves integrity and does not degrade privacy or
account security.

We design, implement, and evaluate Passlog in two
primary modes of deployment: (1) a centralized log service
with many auditors that ensure that the log service is behaving
correctly, and (2) a decentralized log service where multiple
parties play the role of the log service and auditors can
still verify correct behavior. With one eight-core log server
and four-core clients and relying parties, an authentication
takes 1025ms. With two eight-core log servers with 256GB
RAM each, privately fetching a log record from a store
of 10M records takes 126s (this can be performed in the
background).

1.1. Contributions

We now describe the challenges and techniques in
designing and building Passlog.

Challenge: Enforcing correct log structure with privacy.
The log service needs to be able to ensure that clients are
maintaining the structure of their log records correctly, even



if the clients are malicious. In particular, every authentication,
whether made by an honest or malicious, should always be
recorded, and a malicious client should not be able to tamper
with other clients’ log records. At the same time, for privacy,
the log server should not be able to learn any information
about the mapping of log records to clients. These goals are
fundamentally in tension.

Technique: Private verifiable sequences. To resolve this
tension, we introduce a new primitive, private verifiable
sequences. Private verifiable sequences allow different clients
to read values from and write values to different sequences
in a public key-value store. For privacy, the public state
hides which values belong to which clients. To guarantee that
client sequences are maintained correctly, we also ensure that
clients are only able to append to their own sequences. We
describe our construction, which leverages zero-knowledge
proofs and authenticated data structures, in Section 3.

Challenge: Verifying encrypted log contents. We not
only need to make sure that the log structure is maintained
correctly; we also need to ensure that log records correctly
encrypt each authentication. A relying party should only
authenticate a client if it is convinced that the log service
has received a log record that encrypts some authentication-
specific string under the user’s original encryption key. This
property should hold even if the client is malicious and
constructing its authentication request to try to circumvent
logging. At the same time, we need to ensure that the relying
party cannot link a user across different accounts even if it
colludes with the log service.

Technique: Zero-knowledge proofs of well-formed records.
To address this problem, we show how clients can generate
zero-knowledge proofs that convince relying parties that their
log records are well-formed. The log records need to be well-
formed relative to per-user state. To ensure that this per-user
state cannot be used to link a user across accounts, we show
how a client can send relying parties a commitment to this
state at registration time and then prove that subsequent
authentications are valid relative to this commitment.

Challenge: Detecting log service misbehavior. One of
our requirements for Passlog is that it should be publicly
auditable—if the log service misbehaves, there should be
public evidence that could cause users to lose trust in the log
service. We need to ensure that other parties can detect if
(1) the log service participates in an authentication without
storing the corresponding log record, or (2) the log service
tampers with existing authentication records.

Technique: An accountable log design. We address both
types of misbehavior through their own mechanism. To catch
a log service that tries to not record an authentication, we
show how relying parties can store a small amount of data
that allow clients can retrieve to verify that their log records
are being maintained correctly. To detect a log service that
tries to tamper with existing log records, we show how to
leverage techniques from authenticated data structures while
providing strong user privacy.

Challenge: Privately retrieving log records. While our
private verifiable sequences primitive hides the mapping of

log entries to users, read access patterns have the potential
to reveal that two log entries belong to the same user. For
example, if the log provider receives multiple back-to-back
requests for log records, it could infer that a user is fetching
her log contents and link all of the requested log records
to the same user. This information in turn could be used to
link a user across accounts.

Technique: Authenticated private information retrieval
for sparse Merkle trees. To prevent this leakage, we show
how to fetch log records, along with membership and non-
membership proofs, with strong privacy and integrity (the
problem of authenticated private information retrieval [24]).
We need to store authentication records in a sparse Merkle
tree to allow auditors to detect log misbehavior. However,
because the client does not know the layout of the tree,
fetching these membership and non-membership proofs
would naively require d rounds of communication, where
d is the tree depth (256 in our implementation). Instead,
we show how clients can use an incremental distributed
point function [12] to directly encode the Merkle path
they are fetching—this solution only requires one round
of communication.

Limitations. Passlog requires relying parties to update their
software. Section 8 describes how Passlog can be imple-
mented via a new signature type in the FIDO2 specification,
thereby leveraging widespread support of FIDO2 in browsers
and facilitating incremental adoption. Also, while Passlog
protocol messages hide user identities, the log provider could
use other information (e.g., a client’s IP address) to link a
user across accounts. A client could hide its IP address via an
anonymizing proxy like Tor [34] or iCloud private relay [75].

2. Design overview

A Passlog deployment involves the following four types
of parties: users, relying parties, the log service, and auditors.

Users. In our setting, millions of users authenticate to
different web services, or relying parties, regularly. Users rely
on multiple client devices (e.g., a phone and laptop) that store
constant-size secret state. Devices can synchronize secret
state via existing browser profile synchronization mechanisms.
Similarly, devices share information on audits performed on
users’ authentication history, such as last audit time.

Relying parties. Relying parties are online services that
manage client accounts (e.g., Bank of America or Amazon).
Users register with a relying party to create an account and
then later authenticate to the account.

Log service. The log service is responsible for maintaining
encrypted authentication records. The log service both par-
ticipates in authentications and manages the store of records
(the log). At a high level, the client queries the log service
for each authentication, and if the authentication request is
well-formed, the log service records the authentication.
The log services make the log of records public for
anyone to audit. To ensure that users can access their accounts,
the log service should be highly available, and to ensure that



old records on the log are not being deleted, the log service
should provide strong integrity guarantees. Notably though,
the log service learns no private information via protocol
messages, such as which account a user is authenticating to
or which accounts belong to a particular user.

In Section 5, we discuss two settings for instantiating the
log service:

A centralized log service. The client interacts with a single
log provider that manages and periodically publishes the log
state, which consists of encrypted records. Auditors can check
that this log state is maintained correctly (similar to existing
transparency logs [19], [44], [51], [53], [57], [59]). In this
scenario, the log provider would use standard replication
techniques [49], [64] for strong availability guarantees.

A decentralized log service. The client interacts with multiple
nodes that together run a Byzantine fault-tolerant consensus
protocol [17], [50] to agree on the log state. As long as
some fraction of the nodes are honest and online, the system
provides strong availability and integrity guarantees.

Auditors. Auditors are users or organizations that monitor
the log state and check that updates to the log state are
correct and consistent (e.g., the log service is not deleting
old records). If an auditor detects misbehavior, it can report
evidence of this misbehavior. This evidence could cause
users to stop trusting the log provider. Auditors can also
choose to help clients fetch log records.

2.1. Protocol flow

Background. We use authenticated encryption and a com-
mitment scheme. A commitment cm to a value x € {0, 1}"
with opening r € {0, 1}?° is hiding and binding—a compu-
tationally bounded adversary cannot learn x from cm without
the opening r (hiding) or, given r, find another opening such
that cm opens to x # x” (binding). We can commit to x with
opening r by simply computing Commit(x,r) as H(x||r)
where H is a cryptographic hash function.

We describe the high-level flow for Passlog below and
in Figure 1 (see Section 4 for the full protocol). Note that,
unlike single sign-on systems (e.g., “Sign-in with Google”)
or larch [29], Passlog does not require clients to enroll with
the log service—the log service maintains no per-user state.

Step 1: Setup. The client starts by sampling a secret key
and fetching the log service’s public key. (We implement
this “logical” secret key with multiple keys, but describe it
as a single key for simplicity here.)

Step 2: Register with a relying party. When the client
first creates an account with a relying party, it sends the
relying party state for verifying future authentications. This
state includes (1) the log service’s public key and (2) a
commitment to the client’s secret key. The relying party
stores this information to verify subsequent authentications.
As in prior work [29], we only provide strong security and
logging guarantees for a particular relying party if the client
registers honestly.
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Figure 1: We outline the five user operations in Passlog. During
setup, the client samples a secret key and fetches a public key
from the log service. To register with a relying party, the client
sends a commitment to its secret key, along with the log’s public
key, to the relying party. At authentication time, the client runs a
protocol with the log service and the relying party where, at the
end of the protocol, the log service obtains an encrypted record,
and the relying party is convinced that the authentication is valid.
The client can then later retrieve authentication records from the
log service. If the client detects any suspicious activity, it can send
a revocation request to the log service.

Step 3: Authenticate to a relying party. In order to
authenticate to a relying party, the client must convince
the relying party that it knows the secrets it committed to
at registration and that the authentication has been correctly
logged. At a high level, authentication proceeds in two steps:

1) The client generates an encrypted log record and uses
our verifiable private sequences primitive to add it to
its sequence of records stored at the log service. If the
log service successfully stores the encrypted log record,
it signs the record, along with a relying-party-chosen
challenge.

2) The client proves to the relying party that the signed log
record is “well-formed” relative to the relying party’s
identity and the secret key that the client committed to
at registration time.

The relying party can optionally store the encrypted log
record to make it possible to detect log service misbehavior.

Step 4: Look up authentication records. The user’s client
can periodically request log records by querying the log
service and an auditor. These lookups can take place in
the background to detect suspicious authentications. For
example, the user’s laptop can periodically query the log and
check for discrepancies between the returned log records and
authentications made on a user’s registered devices. Users
can also manually inspect the log contents.



Step 5: Recover after compromise. If a user learns of one or
more suspicious authentications while reviewing log records,
she can lock down all of her accounts by notifying the log
service. Locking down the accounts prevents an attacker
from accessing more of the user’s accounts. Notably, a user
does not need to remember all of the accounts that she has
registered with Passlog to freeze them all at once. The user
can then use an offline recovery mechanism to gain access
to the frozen accounts (see Section 8). While this is useful
for the accounts that the attacker did not access before the
freeze, the attacker could have changed the credentials for
the accounts accessed before the freeze, essentially locking
the user out. For these accounts, the user would need to
work with the relying party directly to determine the best
course of action to recover from compromise.

2.2. Security and privacy properties

We describe the Passlog security and privacy properties.

Security against a malicious log. A malicious log service
cannot authenticate to a user’s account. In this way, users’
authentication credentials do not leave the client.

Privacy against a malicious log. A malicious log service
does not learn any information about a user’s authentication
history, beyond timing, via protocol messages. In particular,
an attacker that controls the log service cannot learn which
relying parties users are authenticating to, which records
correspond to the same user or relying party, or even if a

user is authenticating with the log service for the first time.
Unlinkability against a colluding log and relying parties.

An attacker that controls the log service and an arbitrary
number of relying parties cannot link a user across accounts
using protocol messages. For example, if Google runs a log
service, it cannot use protocol messages to link one user
across two distinct Google accounts.

Audit integrity against a malicious log. If a log service
is honest and then compromised at time ¢, the client will
be able to correctly retrieve log records corresponding to
authentications before time 7. This property follows from the
availability and integrity of the append-only log state.

Publicly verifiable proofs of log misbehavior. Users and
relying parties can together retroactively prove that the log
service misbehaved at authentication time. More specifically,
they can prove that a log service signed a log record without
correctly logging it. Similarly, auditors can prove that the log
service tampered with the log state. The ability to prove log
misbehavior raises the bar for an attacker that compromises
the log: if the log server is caught misbehaving, users will
likely stop trusting the log service and switch to another.

Non-goals. Passlog provides unlinkability against an attacker
that controls the log service and relying parties only at the
protocol level—a client’s IP address could still link a client
across accounts. A client could use an anonymizing proxy
like Tor [34] or iCloud private relay [75] to prevent the log
service from learning its IP address.

The timing, number, and type of requests could also
reveal private information. A relying party can also learn

the identity of the log service associated with an account.
This information can help an attacker narrow down the set
of users potentially associated with an account, and so it is
helpful for a user to use a log service with many users.

In a deployment with a centralized log service, if the
log service denies service, then users will not be able to
access their accounts. Standard replication techniques [49],
[64] can help protect against unintentional crashes. In a
deployment with a decentralized log service, the availability
guarantees match those of the underlying Byzantine fault-
tolerant consensus protocol (see Section 5.4).

As in prior work [29], Passlog ensures that authentications
are logged if the attacker compromises either a client device
or the log service. If the attacker gains access to the relying
party credentials, then we do not guarantee that every
authentication is correctly logged.

As discussed in Section 2.1, an attacker that compromises
the client may authenticate to a relying party and change
the credentials. In this case, the authentication will be
logged correctly, but subsequent authentications with the
new credentials will not be recorded.

3. Verifiable private sequences

To build Passlog, we construct a new primitive: verifiable
private sequences (VPS). At a high level, our VPS scheme
allows a client to write values in a sequence to a public
object store and then fetch the values in the sequence from
this state. For simplicity, we will describe this primitive in
the setting where clients submit requests and a single server
manages this public state, although we can also use this
primitive in the setting where the role of the server is split
across multiple parties. The challenging part in constructing
verifiable private sequences is that we need to support reads
and writes from many clients, but the public state should
hide the mapping of values to sequences.

In our VPS scheme, each sequence is associated with a
secret key, and each value is located at an address. This
address is pseudorandom and deterministic: the client’s
sequence secret key is necessary to compute sequence
addresses. The client can then issue read and write requests to
different addresses derived from the secret key. VPS ensures
that write requests are “well-formed”—element i — 1 in the
sequence is inserted before element ¢, and a client must know
the sequence secret key in order to write to that sequence.

3.1. Syntax

A VPS scheme is a tuple of efficient algorithms, param-
eterized by security parameter A and value space V.
Initialize the state.

« VPS.Init(11) — st: The server initializes the state.

Commit to the state.
e VPS.GetCm(st) — cmg: Given the current state, the
server outputs a commitment to the state cmg;. The client
can use this commitment for subsequent operations.



Create a sequence.

« VPS.KeyGen(11) — k: The client samples a sequence
secret key k.

Get an address.

o VPS.GetAddr(k,i) — addr: Given a sequence secret
key k and index i € N, the client outputs the correspond-
ing address addr.

Read from a sequence.

e VPS.Read(st,addr) — (v,mn): Given a client-
provided address addr and current state st, the server
returns the associated value v € V and a proof of
inclusion mj,.. If addr is not present in st, the server
returns L and a proof mj,. that addr is not present.

o VPS.VerifyRead(cmg, addr, v, minc) —  {0,1}: The
client uses the inclusion proof mj,c to verify that
(addr, v) is present in the state committed to by cmg;. If
v = 1, then the client can use 7, to verify that (addr, v)
is not present in the corresponding state. The client
outputs “1” if verification succeeds and “0” otherwise.

Append to a sequence.

« VPS.ProveAppend(cmg, k, i, addr, tinc) — mappd: The
client generates a proof that addr can be correctly
inserted in the sequence with key k at location i.
Generating this proof requires a proof of inclusion mjnc
of the address for location i — 1 with key k relative to
the state commitment cmg;. If i = O (this is the first
insertion), then mj,c = L.

o VPS.Append(stoig, addr, v, Tappd) — Stnew: The server
checks if the proof m,,pq certifies that the address-value
pair (addr,v) can be correctly appended to the current
state stoq. If the check passes, the server adds (addr, v)
to the state to generate stp.,. Otherwise, it returns the
unmodified stqq.

3.2. Properties

We informally introduce the security and privacy proper-
ties of verifiable private sequences here. We formalize the
definitions for our construction in Appendix 1.

Completeness. Completeness requires that reads reflect
writes. More precisely, consider any sequence of well-formed
append and read operations. (Here, well-formed simply means
that element i — 1 is inserted in the sequence before element
i.) For any such sequence, if the client writes a value v to a
sequence at location i, then subsequently reading from that
sequence at location i returns v.

Privacy. Privacy ensures that append requests (and the
resulting public state) hide the mapping of append requests
to sequences.

Append soundness. Append soundness guarantees that the
server can check that client append requests are “well-
formed”. Client appends must:

» Append to sequences where the client knows the corre-
sponding secret key.

« Append to sequences in order (i.e., for i > 0, the client
must append element i — 1 before element 7).

Read soundness. Read soundness requires that for a given
commitment to the state cmg and address addr, an at-
tacker cannot produce two values v, v’ with inclusion proofs
Tine, .. Where v # v’ that both verify.

Limitation: Series of reads leak access patterns. Each
value is associated with a random-looking but deterministic
address addr, and so the server learns when two requests
are for the same address (the access pattern). This leakage
could help a malicious server use append and read requests
to infer which addresses map to the same sequence. We
discuss how to hide read addresses using private information
retrieval [21] in Section 5.2.

3.3. Building blocks

Our construction uses a pseudorandom function where,
for security parameter A, PRF : {0, 1}*xN — {0, 1}*. It also
uses zero-knowledge proofs and authenticated data structures.

Zero-knowledge proofs of knowledge. Zero-knowledge
arguments of knowledge [38] allow a prover to prove that
it knows some witness w such that for some circuit C
and instance x, C(x,w) = 1 without revealing w to the
verifier. We consider non-interactive zero-knowledge proofs
of knowledge in the random-oracle model [9], [11], [31].
For simplicity, throughout the paper we will refer to these
as “zero-knowledge proofs.” A zero-knowledge proof system
ZKPoK for circuit C, public input x, and witness w is defined
as:

o ZKPoK.Prove(C, x,w) — m: Output a proof .

o ZKPoK.Verify(C,x,m) — {0, 1}: Output 1 if & verifies

with respect to x, and 0 otherwise.

We rely on the correctness, soundness, zero-knowledge, and
proof of zero-knowledge properties of ZKPoK in our VPS
construction. Our implementation uses a PLONK-style proof
system [36], and so requires a trusted setup (the parameters
generated from the setup are implicit arguments to the prove
and verify algorithms). In a real deployment, these parameters
could be generated via a multi-party computation [58].

Authenticated data structures. Authenticated data struc-
tures [5], [66], [77], [78], [79], [80] make it possible to prove
that a key-value store is being maintained according to some
invariants. More specifically, a server holding a key-value
store can generate and publish a concise commitment to its
state. Authenticated data structures support short proofs—
for our VPS scheme, we need support for inclusion and
exclusion [44], [51], [53], [59]. Clients can check these
proofs relative to the commitment. An authenticated data
structure ADS is defined by the following tuple of algorithms
with respect to value space V.
« ADS.Init() — st: Output an empty key-value store.
o ADS.Commit(st) — cmg: Output a state commitment.
« ADS.Append(stog, addr,v) — stpe,. Given old state
stod, address addr € {0, 1}*, and value v € D, output a
new state Stpew = Stoig U {(addr, v)}.



o ADS.Read(st,addr) — (v, minc): If (addr,v) € st,
output v and a proof of inclusion rj,.. Otherwise, output
1 for v and a proof of non-inclusion.

o ADS.Verify(cmg, addr, v, minc) — {0,1}: Output 1 if
Tinc certifies that (addr,v) is an entry in the state
represented by cmg, and O otherwise (the argument
v is optional).

We rely on the correctness and soundness properties of
ADS in constructing VPS. In Section 5, we describe our
log design that supports the properties we need for Passlog,
which include inclusion and exclusion soundness.

3.4. Construction

At a high level, the public state consists of an au-
thenticated data structure storing address-value pairs. The
address for location i of the sequence with secret key k is
addr; « PRF(k,i). This way, the addresses look random
without the secret key and do not reveal anything about the
relationship to other sequences. To ensure that clients are
only appending to the end of sequences where they know
the corresponding secret key, the client generates a zero-
knowledge proof that its append request is well-formed. To
insert item i at address PRF(k,i), the client proves that
it knows an inclusion proof for address PRF(k,i — 1). We
present our construction in Figure 2.

4. The Passlog protocol

We now describe the core Passlog protocol. We show
how to use verifiable private sequences to build a verifi-
able authentication logging protocol. We also introduce a
mechanism for detecting log misbehavior (Section 4.1).

4.1. Verifiable authentication logging

We would like to use verifiable private sequences in order
to store log records. Using this tool, the log service can play
the role of the server described in Section 3 to verify that
clients are maintaining sequences correctly without learning
the mapping of appends to sequences.

However, we also need to ensure that clients can only
authenticate if they are logging well-formed authentication
records. The log service cannot perform this check because
it should not know where the client is authenticating. Our
approach is to allow the relying party to verify this without
revealing any information that could allow the relying party
to link a client across accounts.

Set up client state. The client starts by sampling a verifiable
private sequence key ks.q, which it will use to identify its
sequence of log records. The client also samples another
key kenc, which is a symmetric authenticated encryption key
for encrypting log records. The client then fetches the log
service’s public key pkiqq-

Registration with a relying party. To register with a relying
party, the client samples two commitment openings, 7seqs 'enc

Our VPS construction. We instantiate our VPS construc-
tion with a security parameter A, zero-knowledge proof
system ZKPoK, authenticated data structure ADS, and
pseudorandom function PRF.

Let C be the circuit that takes as input a public instance
(addr;, cmg) and private witness (k, i, 7j,c) and outputs
1 if the below conditions are true and O otherwise:

e addr; = PRF(k, i)
o« If i > 0:
— addr;_1 = PRF(k,i - 1)
— ADS.Verify(cmg, addr;_1, -, mtine) = 1

VPS.Init(k) — st
o Output st « ADS.Init().

VPS.KeyGen() — &

« Output k & {0, 1},
VPS.GetCm(st) — cmg;

o Output cmg; < ADS.Commit(st).

VPS.GetAddr(k,i) — addr
o Output addr « PRF(k,i).

VPS.Read(st, addr) — (v, minc)
o Output (v, mjnc) < ADS.Read(st, addr).

VPS.VerifyRead(cmgt, addr, v, minc)
e Output {0, 1} « ADS.Verify(cmg, addr, v, minc).-

VPS.ProveAppend(cmgt, k, i, addr, Tinc) — Tappd
« Output m,ppq «— ZKPoK.Prove(C, cmg, w) for w =
(k,i,minc) and x = (addr, cmgy).
VPS.Append(stoig, addr, v, mappd) — Stnew
o Compute cmg «— ADS.Commit(steg).
o Run b « ZKPoK.Verify(C, (addr, cms;), Tappd).-
o If b =1, output ADS.Append(steiy, addr, v).
« Otherwise, output steq.

Figure 2: Our verifiable private sequences construction.

and uses them to commit t0 Kgeq, Kenc TESpECtively to generate
CMseq, CMenc. The client then sends these commitments to
the relying party, along with the log’s public key pk,o,, and
SAVES 'seq, F'enc- The client will prove that future authentication
records are correct relative to these commitments. To ensure
that the client state does not grow with the number of relying
parties, the client can compress rseq, 7enc Using a PRG seed.

Authentication to a relying party. At a high level, authen-
tication proceeds in four steps:
1) The relying party sends the client an authentication
challenge (a random string).
2) The client generates an encrypted authentication record.

3) The client appends the authentication record to a verifi-
able private sequence with the log service.

4) The client convinces the relying party that the authen-



tication record is logged and well-formed relative to
CMgeq and CMepc.

We now describe authentication in more detail. After receiv-
ing the challenge string chal, the client generates a record
string m using a format chosen by the relying party. The
string m could include just the relying party’s name, but could
also include any sensitive actions made by the user (e.g.,
changing a password). The client generates the encrypted
log record as ct « Enc(kenc, m) where Enc is a symmetric
authenticated encryption scheme.

The client then appends ct to its verifiable private
sequence keyed by keq at location i. When it sends the
append request to the log service, the client includes the
challenge string chal. If the log service successfully appends
ct at address addr, it signs (addr, ct, chal) and sends the
signature o back to the client.

The client then needs to generate a proof that
addr, ct are correctly linked to the cMgeq, CMene cOmmit-
ments that the client sent at registration. To do this,
the client generates a zero-knowledge proof n with pub-
lic instance (addr, ct, cMgeq, CMenc, 1) and private witness
(kseqs kenc, T'seqs Tenc, 1) certifying that:

o ct = Enc(kenc, m)

o addr = PRF (kseq, 7)

o CMgeq = Commit(kseq, 7seq)
o CMenc = Commit(kenc, Fenc)

This proof allows the relying party to check that the log
record encrypts the correct data using the client’s original
encryption key, and that the log record is included in the
sequence that the client committed to at registration. This
ensures that an adversary cannot corrupt or hide the log
contents by logging the wrong information, using the wrong
key, or appending the record to a different sequence.

The client sends &, o, addr, ct to the relying party. The
relying party verifies m and checks that o verifies under the
pkjog that the client sent at registration time. If those checks
pass, then the relying party authenticates the client.

Looking up records with the log service. To retrieve the
contents of its log, the client needs to fetch the values in its
verifiable private sequence from the log state and decrypt
them using kenc. In Section 5.2, we show how to use private
information retrieval to look up a value while hiding the
corresponding address. If the client does not hide the address,
an attacker could potentially use request timing and ordering
to infer that multiple addresses belong to the same sequence.

Proving log misbehavior. In the design described above, a
malicious log service can lie to the relying party about
adding an authentication record to the public log state.
More precisely, it can sign (addr, ct, chal) without adding
(addr, ct) to the log state, which could allow a malicious log
server to authenticate to a user’s account without creating a
log record. We would like to ensure that if this ever happens,
a user and relying party can together catch this misbehavior
(although they cannot prevent this behavior in real time).
The ability to catch misbehavior raises the stakes of omitting

records—if a log service is caught misbehaving in a publicly
verifiable way, this could damage the log service’s reputation.

To perform this checking, relying parties store the signa-
tures under the log’s public key that are sent by the client
to authenticate. If a user ever suspects misbehavior, it can
request the authentication signatures for its account from the
relying party. If the log service ever signed a (addr, ct) pair
without including it in the public log state, the client can use
the signature to prove misbehavior. To minimize the storage
overhead, relying parties can retain these signatures for some
time period (e.g., 48 hours) and then delete them. The client
can request the signatures at any point during this interval.

Recovering after compromise. When a user detects suspi-
cious login activity, she can lock down all of her accounts
by revoking her Passlog logging sequence. More precisely,
a client can request to log a record with ct set as a special
codeword REVOKE as in a regular authentication. In future
authentications, the log service can check in zero-knowledge
if an append request is trying to append to a REVOKE record
and, if so, refuse to complete the authentication.

5. Instantiating the Passlog log service

We explain how we implement our public ledger of
records and present two ways a Passlog log service could
be instantiated.

5.1. Log data structure

We now describe how the log service stores log records
in a publicly verifiable way. We use this authenticated data
structure to implement verifiable private sequences.

We leverage a sparse Merkle tree [52], [59], which we
call Lg, to efficiently store millions of (addr, ct) pairs while
supporting efficient membership and non-membership proofs.
Using a sparse Merkle tree, the ciphertexts are stored at the
leaf nodes specified by their addresses.

The log server inserts a batch of (addr, ct) pairs every
epoch (on the order of seconds [19], [53], [57], [59]). At every
epoch, the log server commits to the updated contents of Lg
and posts the resulting commitment to a separate append-
only ledger Lc. We implement L¢ as a binary Merkle tree. In
this construction, a proof of inclusion of (addr, ct) inserted
in epoch i is simply (1) a proof of inclusion of addr in the
Lr tree from epoch i committed to by cm;, and (2) a proof
of inclusion of cm; in Lc.

Updating client proofs of inclusion. To authenticate at a
later epoch j (j > i), the client must present a proof of
inclusion of (addr,ct) from its previous authentication in
epoch i. (Note that we require two authentications by the
same client to be spaced at least an epoch apart in order to
allow the client to supply a proof of inclusion.) Requiring
a proof of inclusion from a past authentication leads to a
privacy challenge: the client must present a proof of inclusion
that validates in epoch j, but the client should not reveal
that its prior authentication took place in epoch i. To address
this problem, we have the client maintain a locally updated



inclusion proof corresponding to its last authentication. After
the client authenticates in epoch i, it requests a proof of
inclusion of cm; in L¢. For each subsequent epoch, the client
will fetch the new append to L¢ (we call this background
fetching process subscription), which enables the client to
generate an updated proof of inclusion of cm; for the current
Lc. This way, the client can provide an updated proof of
inclusion in epoch j without revealing that the client’s last
authentication was in epoch 7.

Garbage collection. To prevent the log’s storage require-
ments from growing indefinitely, we can allow the log
service to initialize a new, empty ledger at regular intervals
(e.g., monthly) while retaining the previous ledger for a
longer archival period (e.g., one year). During authentication,
the client proves that its previous record is included in
either the current ledger or an archived one. The root of
the corresponding ledger becomes a public input in the
log service’s zero-knowledge proof, which the log service
crosschecks with its archive. Using this approach, the log
service learns the month of the client’s last authentication.
To hide this information, the public input in the log’s zero-
knowledge proof could include all available roots, and the
client’s private witness could specify which of the roots
contains the last authentication.

5.2. Private lookups in the log

In Passlog, a client needs to be able to request values
from its verifiable private sequence in order to recover the
contents of its authentication log. A client also needs to
be able to check if a new entry has been appended to its
verifiable private sequence in order to potentially detect
compromise. A key challenge in supporting these lookups is
privacy—while verifiable private sequences ensure that the
public state and contents of appends provide strong privacy,
a series of reads can reveal private information. For example,
if a client makes two back-to-back requests for different
addresses, the log server could infer that these addresses
belong to the same sequence.

Private information retrieval (PIR) [21] is a useful tool
for preventing this leakage. A PIR protocol allows a client
to fetch an item from a server without revealing the identity
of the item to the server. However, when looking up entries
in a verifiable private sequence, the client needs not only
privacy, but also integrity—the client needs to check that its
result is consistent with log server’s commitment. Using only
standard PIR, the log service could tamper with the data in
order to try to learn which element the client is retrieving (a
selective-failure attack [48]).In order to provide both privacy
and integrity, we need an authenticated PIR scheme.

Following the approach of Colombo et al. [24], we use
a two-server linear PIR scheme with Merkle proofs in order
to protect against server tampering. Using Merkle proofs
makes it possible not only to defend against selective-abort
attacks from the server, but also to allow the client to check
the validity of its response relative to a publicly available
commitment. In our setting, the two servers could be the log

service and an auditor (in a deployment with a centralized
log service), or two parties maintaining the log service (in
a deployment with a decentralized log service). The client
can check this commitment with other auditors if it wishes.

However, while Colombo et al. propose using Merkle
trees for authenticated PIR, their techniques do not extend
directly to fetching membership or non-membership proofs
in sparse Merkle trees. One challenge of this setting is that
the client does not know which nodes of the sparse Merkle
tree have been populated and so does not know which nodes
along the Merkle path have been inserted and which are
“empty” nodes. Solving this problem would seem to require
a number of PIR queries equal to the tree depth to allow the
client to learn which nodes are present.

Instead, we show how to take advantage of an existing
tool for privately encoding a path in a tree in order to privately
fetch a proof of membership or non-membership in a single
round. Specifically, we leverage incremental distributed point
functions (DPFs). While DPFs are commonly used for private
information retrieval [14], [37], this is, to our knowledge,
the first use of incremental DPFs for private tree lookups.

Tool: Incremental Distributed Point Function (DPF). An
incremental DPF [12] secret-shares the values of nodes in
a depth n binary tree such that the tree contains a single
non-zero path. The client can generate DPF keys of size
roughly O(A-n) that encode the location of this path. A key
allows a server to construct secret shares of the node values
in this tree, but without learning the location of the path.

Incremental DPFs for sparse Merkle tree lookups. To
construct a query for addr, the client starts by generating
incremental DPF keys that correspond to the path in a tree
of length d (here d is the bit length of our addresses, which
is 256 in our implementation). The client sends a key to
each of the two servers. The servers then need to use their
keys in order to fetch the membership or non-membership
proof corresponding to the path. The servers need to return
the siblings that are present along the path encoded in their
incremental DPF keys. (Note that in the membership proof,
addr is present, and in the non-membership proof, the path
to addr simply terminates in an empty node.) The servers
cannot evaluate their keys on all possible nodes in the depth
d tree, as d = 256 in our implementation and this would
be prohibitively expensive. Instead, the servers can simply
evaluate their keys for all non-empty nodes and all nodes
with non-empty siblings (Figure 3). The servers then multiply
the DPF evaluation for a given node with the value for that
node’s sibling. At the leaf nodes, the servers can multiply
the DPF evaluation by the ciphertext in order to fetch the
corresponding ciphertext. The servers sum the results across
each level and return secret shares for each level, along with
the signed log roots. The client can check that the log roots
match and then reconstruct the secret share to recover the
proof of membership (or non-membership) and the ciphertext
(if present). In this way, the client can privately fetch the
membership or non-membership proof in a single round.
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Figure 3: Performing lookups on a sparse Merkle tree via incre-
mental DPFs. In a sparse Merkle tree of depth 3, suppose two
nodes voo and vjg; are inserted. This modifies vg, vgg, vi, and vig
and leaves all other nodes as default hashes (0). To fetch the proof
of inclusion for vgg, the server first evaluates its DPF key for all
non-empty nodes (vo, Voo, V000, V1, V10, V1o1) and all nodes with non-
empty siblings that have not been evaluated yet (vo1, vooi, Vi1, V100)-
Then the server multiplies each evaluation with the node’s sibling’s
value (using a default hash if the sibling does not exist).

5.3. Centralized log deployment

We now describe how to deploy Passlog with a central
log server and multiple auditors. In this model, the log server
maintains the data structure described in Section 5.1 such
that the auditors can verify that it is updated correctly.

At a high level, the auditors must check that the posted
commitment is consistent with updates to Lr. At every epoch,
the log service appends the new root of Lgr to L¢ and then
sends its auditors the following: the signed new root of Lc,
the new root of Lg and its proof of inclusion in L¢, and all
new appends made to Lg in the last epoch with proofs of
inclusion in Lg. The auditors then need to check that L¢ in
epoch i is simply the product of applying the posted appends
to the state of L¢ in epoch i — 1. Notably, the log server
should not be able to erase any log records without detection.
To check this, the auditors can simply replay the work and
check that the resulting roots match—if they do not, then the
auditor has publicly verifiable evidence of misbehavior. We
ensure that any misbehavior is detected if at least one honest
auditor checks L¢ every epoch. Auditors can also store copies
of the log state so that if the log service refuses to serve
read queries, clients can still access their log records.

5.4. Decentralized log deployment

To avoid trusting a single log server to preserve log
entries, multiple log servers run by different organizations
can replicate the log using Byzantine-fault tolerant (BFT)
consensus. The servers can use threshold signatures to prove
the validity of cmg. However, traditional BFT consensus
protocols have the disadvantage of closed membership.

A more appealing distributed architecture would be to
maintain the log as a public blockchain with open mem-
bership. Though we don’t want to rely on cryptocurrency
mining and staking for security, Passlog is well suited to
the federated Byzantine agreement model demonstrated by
Stellar [55]: if each organization running replicas chooses
other organizations it wants to agree with, transitively any two

replicas most people care about will end up in agreement.
Since all replicas sign the ledger root hash, users can at
registration tell the relying party which sets of log server
signature keys they consider sufficient to validate cmg;.

6. Implementation

We implemented Passlog in both the centralized and
decentralized log models in roughly 2,300 lines of Rust and
110 lines of Noir. We wrote our zero-knowledge proofs in
Noir [2] on the scalar field of BN254 [68]. We proved them
using the Barretenberg [1] proof system with an UltraHonk
prover. The log service and relying party each requires a one-
time setup that generates a verification key for their respective
zero-knowledge proof circuit. Our private lookups use an
existing incremental DPF implementation [26]. We will make
our implementation open source at time of publication.

We evaluated addresses of records using a Poseidon
sponge construction [40] with the user’s sequence key and the
index of each address in the user’s verifiable private sequence
as two inputs. We use a PRG seed to compress the client’s
commitment openings, as well as authenticated encryption
nonces. Commitments are the Poseidon sponge function
evaluated on the user’s sequence key and its commitment
opening. For authenticated encryption, we instantiated the
DuplexSponge framework [10] with the Poseidon hash
function. In all instances of Poseidon, we used a rate of 4, a
capacity of 1, and the x> S-box which give approximately 128
bits of security against both collision and preimage attacks.

Log signatures are Boneh-Lynn-Shacham signatures [13]
on the BLS12-381 curve. In our decentralized implementation
with two log servers, we used the scheme’s multi-signatures
and public key aggregation method. We instantiated the
ledger Lr of records as a sparse Merkle tree of depth 256
that can index all possible 32-byte Poseidon hash outputs.
We instantiated the ledger Lc of commitments as a binary
Merkle tree of depth 10—this number is not required by our
system but has to be fixed to compile zero-knowledge proofs.
Unless otherwise specified, epochs are 3 seconds long.

Unless otherwise specified, we assume Passlog has 10M
users that each logs 20 authentications daily. Every hour,
each user performs lookups on all her records that have
been logged in the past period. We instantiate the garbage
collection method (Section 5) by having the log service
initialize a new ledger every month and archive the old
ledger for one year.

7. Evaluation

We evaluate Passlog’s performance during authentication
in both the centralized and decentralized (two-server) modes.
We also evaluate its performance during lookup in the two-
server setting. For lookup latency experiment with 10M
leaves in the log tree, we run the two log servers on a
Google Compute Engine n2d-standard-16 instance with AMD
Milan CPU, 8 cores, and 256GB of memory. In all other
experiments, we run the log server on an n2d-custom-16-
32768 instance with AMD Milan CPU, 8 cores, and 32GB
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Figure 4: Lookup latency increases nearly linearly as the number
of leaves in the log tree increases. The x-axis is shown in log scale.
For a four core client sending split lookup requests to two serves,
each lookup takes 58ms when there are 1K records in the ledger
and 126s with 10M records.

of memory. For calculating networking and storage costs,
we assume all log machines are located in the us-centrall
region. We run the client, relying party, and auditor on e2-
custom-8-16384 instances with a default CPU, 4 cores, and
16GB of memory, comparable to a commodity laptop. For
latency experiments, we configure the communication links
between all parties to have a 20ms RTT and a bandwidth of
100Mbps.

7.1. End-user cost

Latency. Registration takes 22ms for a client on four cores.
Thereafter, with one log server, the client can complete each
authentication in 2415ms on one core, or 1025ms on four
cores (Figure 5). The heaviest computation performed by
the client is generating zero-knowledge proofs, which takes
870ms on four cores. It takes the log server 42ms to verify
the proof, and the relying party 38ms. The log-side proof
requires most constraints for proving that a previous record
exists in the ledger, and the relying party proof requires most
constraints for proving authenticated encryption (Table 6).
Although our implementation uses the Barretenberg proof
system, Passlog can be instantiated with any zero-knowledge
proof system, depending on deployment requirements. As
zero-knowledge proofs become more performant, so too
will Passlog (e.g., faster proof generation would decrease
authentication latency). Authenticating with two log servers
in the decentralized model marginally increases latency; it
takes 2395ms on one core and 1087ms on four cores.
Each lookup takes 167ms when there are 10K records
in the log tree and 126s with 10M records (Figure 4). To
reduce per-client overhead, we require that clients perform
lookups over all their new appends at regular intervals. We
envision these regular lookups will happen in the background
through some client-side application. Clients may also request
individual lookups manually, provided the records fall in the
current lookup window. 8.33M is the number of records that
the log server has to scan for each lookup if we assume 10M
users, 20 authentications daily per user, and lookups over all
new appends every hour. To minimize computation during

10

B Prove (Client) B Other Verify (RP server) B Verify (Log server)

Centralized Decentralized

0N
199
(=3
(=]

1500

1000

(%
(=3
(=]

Authentication latency (ms)

o

Client cores

Client cores

Figure 5: Client latency for each authentication decreases as the
number of client cores increases in both the centralized log (left)
and decentralized log (right) models. For a four-core client, each
authentication takes 1,025ms in the single-server setting (840ms of
which is spent on zero-knowledge proof generation) and 1,087ms
in the two-server setting. ‘Other’ is predominantly networking time
(e.g., transmitting a 14KB proof over a 100Mbps bandwidth takes
20ms, in addition to the default 20ms RTT).

Proof predicate Num. gates
Check first authentication 11
Check REVOKE 18
addr; = PRF (kseq, ©) 95
o2 Lddri_; = PRF (keequi — 1) %
Check addr;_; included in Lg 21,600
Check of cmg; included in L¢ 4,349
Full circuit 26,389
CMseq = H(kseq’rseq) 95
CMenc = PRF(Kenc, Tenc) 94
RP  addr; = PRF(keeq, i) 95
Authenticate ct encryption 172
Full circuit 406

TABLE 6: Breakdown of logical gates in the log and relying party
zero-knowledge proofs for the i-th authentication. The number of
constraints for individual predicates adds up to more than the size
of the full circuit, because Noir applies optimizations like shared
gate elimination when the circuit is compiled as a whole. The
commitment tree L¢ is instantiated with 10 levels here, but it is not
fixed by our implementation (e.g., depth 256 would require 68,576
total gates in the log proof).

lookup, the log service converts all non-empty nodes in the
tree that fall in the lookup window to types that distributed
point functions can evaluate more efficiently. The lookup
process can be further parallelized across cores and machines
with existing techniques [21], [42].

Communication. Client’'s communication cost during regis-
tration is 256 bytes (Table 7). Thereafter, for every authentica-
tion, the client sends a total of 28.9KB to the log server and
relying party, 28.4KB of which are zero-knowledge proofs.
During each lookup, the client sends two 11.4KB big DPF
keys, one each to its log server and audit server.

Comparison to existing solutions. The state-of-the-art
authentication logging solution, larch, takes 150ms to authen-
ticate to relying parties using FIDO2, 91ms for TOTP [62],
and 74ms for password-based log-ins when the client runs



Item Comm. (B)

PKiog 192 (C—R)
Registration CMgeq 32

CMenc 32

Proof 14.1KB (C—L)

Record 64

chal 16

Signature 96 (L—C)
Authentication  chal 16 (R—C)

ct plaintext 32

Proof 14.3KB (C—R)

Record 64

Signature 96

Root of Lg 32

New appends to Lg ~ 32/append

New append indices  32/append

Incl. proofs in Lg 32d/append
Audit Root of L¢ 32

New append to Lc 32

New append index 1

Incl. proof in L¢ 32d’

Signature 96

DPF key 11.4KB (C—L)

Path secret shares 12d (L—C)
Lookup Root secret share 12

cm secret share 12

Signature 96

New append to Lc 32 (L-0)

New append index 4
Subscription Root of L¢ 32

Inl. proof in L¢ 32d’

Signature 96

TABLE 7: Breakdown of communication cost during each Passlog
operation. ‘C’ is client, ‘L’ is log, ‘R’ is RP, and ‘—’ is the direction
of communication (e.g., C—L means client sending to log). d is the
log tree depth and d’ is the commitment tree depth. For instance,
during each audit, when d = 256, d’ = 10, and 100 new appends
were made in the last epoch, the log server sends 826KB to each
auditor. Our implementation fixes the size of a ct plaintext to 32B
as the witness size needs to be constant for zero-knowledge proofs.

on four cores and the log server on eight cores. While
Passlog and larch both provide universal authentication
logging, Passlog achieves stronger privacy guarantees against
a colluding log server and relying party.

Some existing SSO solutions provide logging but with
weaker privacy guarantees. For instance, each authentication
with OpenlD takes 165ms [67], but the service shares users’
complete authentication history with third parties.

We also compare Passlog’s latency with that of existing
authentication solutions without logging history. Password-
based authentication systems often use password hashing
to store user passwords securely at the server. The Ar-
gon2 [72] password hashing function takes 0.5s on two cores.
Berypt [70] has adaptable performance and is typically 2-3
times faster than Argon2 at comparable security levels.
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7.2. Cost to deploy a Passlog service

We evaluate the cost to deploy a Passlog service in the
centralized log model.

Storage. In the BLS signature scheme, a (compressed) public
key is 48 bytes, a (uncompressed) secret key is 32 bytes,
and a (compressed) signature is 96 bytes. Public keys and
signatures are compressed for communication and storage,
and are uncompressed for signing and signature verification.
The log server stores its own compressed key pair, the client
stores a public key for each log server that participates in
authentication, and the relying party stores one public key
for each distinct log server its users use (Table 8). In the
ledger of records implemented as a sparse Merkle tree, for
n inserted records and N bits in each hash value, the tree
stores at most n(N —log, n +2) — 1 non-empty hashes [65].
For a depth d tree, we additionally store d default hashes.
For instance, when each hash is 32 bytes (i.e., N = 256),
10M users log 20 authentications each every day, and the log
archives the ledger once every month, the size of one ledger
at the end of the month is 1.34TB. Furthermore, we could
store each archived ledger for one year; for ledgers that are
older than one month, we store only the leaf appends. Clients
who have not authenticated in more than one month would
experience a higher latency, as the log service has to compute
intermediary nodes in the tree during authentication time.
In this scenario, the total storage requirement for all live
and archived ledgers is 4.57TB. We could optimize storage
by not storing intermediary nodes in the current tree, but
this comes at the cost of increased authentication latency
for clients, as the log service would have to compute the
unsaved hashes during each authentication.

Each relying party stores all authentication records, 64B
each, that clients send to it, along with a log server’s signature.
Suppose a relying party has 10M users that each authenticate
20 times every day. Say that relying party keeps records
around for 9 days to give clients sufficient time to retrieve
them. Then the relying party stores a maximum 288GB of
records and log signatures at any given time.

Throughput. Authentication throughput of the relying party
is 36.1 auths/core/s. Authentication throughput of the log
server is 20.0 auths/core/s when epochs are 3 seconds and
20.7 auths/core/s when epochs are 120 seconds (Figure 9).
This illustrates a tradeoff: shorter epochs reduce the size of
audit requests, as there are fewer new events appended to
the ledger during each epoch, but increase their frequency.
In contrast, longer epochs reduce the total number of audit
requests but increase their size. This tradeoff results in a
non-linear relation between the log throughput and epoch
size, as the overhead of sending many smaller requests does
not diminish proportionally as epoch size grows. Lookup
throughput of the log server is 4.91 lookups/core/s with 1K
records in the tree, 1.10 with 10K, 0.21 with 100K, and 0.11
with 1M. To achieve higher throughput, multiple lookup
requests can be batched so the database is scanned once for
all of them. Auditor throughput is 211.1 audits/core/s.



Item Storage (B)
Kseq 32
Kenc 32
PRG seed 16

Client addr;_; 32
Root of Lg 32
Incl. proof in L¢  32d’
Lc new appends  32/append
(addr, ct) < 64/auth/user
Signature < 96/auth/user
CMge 32/user

RP cmen(l 32/user
PKiog < 48/user
ZK verifying key 1825
Current Lg < 32n(258 —log, n) — 1
Archive Lg < 32n(258 —log, n) — 1

+352n

Log Default hashes 32d
cmg 3224+ 1)
pklog 48
Sk|og 32
ZK verifying key 1825

TABLE 8: Storage requirements at each party in Passlog. d is
the log tree depth, d’ is the commitment tree depth, and n is the
number of records in Lg. There are 11 archive Lg after garbage
collection. After each authentication, clients erase appends to L¢
in previous epochs that they have received through subscription. If
there are multiple users using the same log service, relying parties
only store distinct pkjog. They also periodically erase old (addr, ct)
and log signatures after clients have reviewed them.
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Figure 9: Log achieves minimum authentication throughput when
epochs are 5 seconds and maximum when epochs are 120 seconds.
Clients have to wait for at least one epoch between authentications.

Cost. Running a single core on an n2d-custom-16-32768
machine with a 10GB disk and 32GB of memory takes
$0.22 hourly, and on an e2-custom-8-16384 machine with
16GB of memory takes $0.09 hourly. [22]. Running a
single core on an n2d-standard-16 instance (used for lookup
latency experiments with 10M records) costs $1.75 hourly.
Transferring data to a Google Cloud Platform machine is
free, and transferring data out to the Internet costs $0.045-
$0.085/GiB in the Standard Tier pricing model, depending
on how much total data is transferred [39]. A log server
only meets the minimum data transfer size for billing at over
190.1M authentications (a $17 data transfer fee).
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Figure 10: Computation costs to deploy log and relying party
servers to support the first 10M authentications (left), and to deploy
an auditor to perform the first 10M audits (right). After the log
state grows past 10M appends, storing the ledger including all
intermediary nodes costs $0.014 monthly (Section 7.2).

Processing 10M authentications with 3-second epochs
takes 138.7 log core hours and 76.95 relying party core
hours. It costs $8.15 for a Passlog log server to support 10M
authentications, and $4.23 for a relying party (Figure 10).
In one year, if a user requests 7,300 authentications (20
everyday), it takes a log server $0.0061 to support the user,
and a relying party $0.0031. Performing 10M audits takes
13.16 auditor core hours and costs $1.18. Supporting 10M
lookups on the most recent 1M records takes 50,794 total
log core hours and costs $44,444 per lookup server.

The log state is dominated by the current and archived
log trees and the commitment tree. Storing 10M appends and
intermediary nodes in the current log tree and the most recent
archive tree costs $0.74 monthly in Google Cloud Storage’s
Nearline Storage [23]. Each archived ledger is stored for 12
months; storing 10M leaf nodes from each of the total 11
ledgers in Coldline Storage costs $0.014 monthly. Storing
one commitment ledger as a fully populated binary tree of
depth 32 in Archive Storage costs $0.175 monthly. We do
not account for the cost of reading from old memory, such
as looking up a record in an archived ledger, or writing to
storage, such as archiving a ledger.

8. Discussion

Handling device loss. If a user loses all her devices, she
needs a way to recover her authentication secrets. Users can
keep the secrets encrypted under a separate key and back up
this key using an existing secret recovery scheme [18], [25],
[27], [47], [54], [56], [81], [84]. We also describe a backup
authentication mechanism, offline FIDO, below.

Account recovery with offline FIDO. Common practice for
allowing users to recover accounts with lost 2FA credentials
is asking them to store per-account one-time recovery codes.
Unfortunately, with many accounts, managing such recovery
codes can be burdensome, which encourages users to store
them in an encrypted file, which is no longer a second factor.

As a better alternative, we implemented a virtual offline
FIFO2 authenticator called ofido. ofido only needs to be set
up once by each user for an arbitrary number of recoverable
accounts. During setup, ofido generates a secret 18-word seed



phrase and a a master-public-key file containing an ES256
public signature key. ofido can be run with only this public
key, and it uses BIP-32 hierarchical key derivation to generate
new public keys for each account registration. Of course,
ofido can’t authenticate the user unless it is run in recovery
mode and given the 18-word seedphrase, which users should
store on paper and only enter in case of emergency.

ofido is technically not FIDO2 compliant because
browsers request non-user-present signatures during creden-
tial registration. However, the purpose of this signature is just
to check whether or not a particular credential corresponds
to a particular authenticator. No one checks if the non-user-
present signature is valid, so ofido returns a syntactically
valid signature that won’t verify. This approach works with
every relying party we’ve tried.

Adoption via FIDO2. Deploying a Passlog service requires
modifying relying parties. To ease the path to adoption, we
can design the relying party’s proof verification process
to be compatible with FIDO2 [6], which many relying
parties already support. For instance, the proof could be
packaged as a new signature type that adheres to the Client
to Authenticator Protocol [15], which governs communication
between browsers and FIDO2 authenticators. A new client
credential format can also be introduced to align with the
W3C WebAuthn [43] specification.

9. Related work

Privacy-preserving authentication logging. Single sign-
on systems allow users to authenticate to all their accounts
from multiple devices using a single identity. Services like
BrowserID [3] ensure that the identity provider does not learn
the identity of relying parties. Furthermore, services like EL
PASSO [86], IRMA [7], PseudoID [32], and the IBM identity
mixer [45] ensure that the identity provider does not learn
the identity of users as well as relying parties. These services,
however, do not offer logging, and some of them do not
prevent colluding relying parties from linking users across
accounts. Perez et al. also proposed a system for client-side
encrypted access logging [69]; they introduce mechanisms for
trustworthy device attribution, but provide weaker integrity
guarantees for malicious parties than Passlog.

Larch is the state-of-the-art in privacy-preserving server-
side authentication logging. Like Passlog, it logs a user’s
authentication history without learning anything about the
relying party based on protocol messages. Larch does not
prevent a colluding log server and relying party from
linking a user across accounts. This arises partly from
larch’s objective of achieving compatibility with existing
authentication frameworks like TOTP [62] and FIDO2. In
Passlog, we sacrifice backward compatibility and provide
additional security against colluding log and relying parties.

Transparency logs. Like Passlog, transparency logs detect
attacks on a system by logging sensitive actions [8], [51], [52],
[53], [57], [59], [63], [71]. Key transparency logs provide
privacy by hiding client identities and, in some schemes, se-
quences of updates [19], [53], [57], [59]. Similarly, Passlog’s
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public state is encrypted and a user can only identify and
decrypt records that are generated with her key.

Blockchain-based authentication. Prior work has explored
using blockchain for authentication (summarized in these
surveys [4], [61]). Like Passlog, these systems involve a large
network of parties in authentications. Unlike Passlog, the
focus of much of this work is on verifying user identities,
rather than creating encrypted authentication records.

Proving properties of pseudorandom values. Our verifiable
private sequences provide proofs that pseudorandom values
satisfy certain constraints without revealing anything about
the pseudorandom values or the sequence they belong to.
Verifiable random functions [60] provide proofs that a
pseudorandom output was correctly computed from a given
input and key (but do not hide the inputs). Publicly verifiable
secret sharing [20], [73] allows a dealer to distribute secret
shares to participants along with proofs that certify the
shares have been correctly distributed. Verifiable identity
families [28] also produce unique, per-identity public keys
from a master secret key, along with publicly verifiable proofs
that each key really corresponds to the given identity.

Proving properties of encrypted data. Verifiable encryp-
tion [16], [74] proves properties of a ciphertext to a third-
party verifier via public-key cryptography. Recent develop-
ments in verifiable encryption include a generic compiler
that can turn a large class of zero-knowledge proofs based
on MPC-in-the-head [46] into secure verifiable encryption
protocols [76]. Zero-knowledge middleboxes also rely on
clients to prove properties of encrypted data: in this setting,
clients prove that their encrypted network packets satisfy
middlebox policies [41], [85].

Authenticated private information retrieval. Early works
on authenticated private information retrieval [82], [87] in
the single-server setting only guaranteed that a query is
consistent with some database, not necessarily the intended
one. A proposal by Colombo et al. [24] overcomes this
limitation in the single- and two-server settings. The former
requires that the server honestly commits to the database.
Dietz et al. [33] show how to defend against a server that
provides a malformed database commitment. Furthermore,
Falk et al. [35] present a generic compiler that transforms any
private information retrieval scheme to a maliciously secure
one. Separately, VeriSimplePIR [30] is a verifiable version of
the semi-honest SimplePIR protocol [42]. Distributed point
functions [14], [37] can also provide integrity guarantees for
private information retrieval.

10. Conclusion

Passlog records a user’s complete authentication history
in a public ledger while providing strong privacy and security.
A Passlog log service ensures that every authentication is
correctly logged, but the authentication requests do not reveal
the identity of the user or relying party. This design makes
it possible to run the log service using one or more parties
and allow many parties to audit the log.
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Appendix

1. Verifiable private sequence properties

We provide formal definitions for the properties we
informally defined in (Section 3.2) for verifiable private
sequences. Throughout, an efficient algorithm is one that
runs in probabilistic polynomial time.

Completeness. Completeness informally states that address-
value pairs that have been correctly appended should be
returned in read requests. To formalize completeness, we
define a completeness experiment parameterized by security
parameter A (Figure 11).

Definition 1. (Completeness) A VPS scheme parameterized
by security parameter A4 and value space V is complete if,
for all efficient adversaries A, the output of the game in
Experiment 1 is O with negligible probability.
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Experiment 1: VHS completeness. We define a complete-
ness game parameterized by an adversary A, verifiable
private sequences scheme VPS, security parameter A, and
value space V. The game proceeds as follows:

« The challenger runs st « VPS.Init(14), initializes
vals =0, and sets b =1, ctr = 0.

o The adversary can issue KeyGen, Append, and Read
queries to the challenger:
— On KeyGen(), the challenger:
% ke — VPS.KeyGen(14)
* ﬂf:ctr) — 1, lengy « 0, ctr « ctr+1
— On Append(u, v) for user u € N and value v € V,
the challenger:
* Check if u < ctr. If not, then return.
cmg «— VPS.GetCm(st).
addr « VPS.GetAddr(k,, len,)

Tappd < VPS.ProveAppend(cmg, &y, len,,,
addr, ﬂ.(”))

Inc
st « VPS.Append(st, addr, v, mappd)
Store vals = vals U {(u, len,, v)}
(L, ™)  VPS.Read(st, addr)

* len, « len, + 1

*

*

*

*

*

*

— On Read(u,i) for user u € N and index i € N,
the challenger:

*

Check if u < ctr and i < len,. If not, then
return.

addr « VPS.GetAddr(k,,, i)
(v, Tine) < VPS.Read(st, addr)
cmg «— VPS.GetCm(st)

If VPS.VerifyRead(cmg, addr, v, minc) = O,
set b =0.

« If (u,i,v) ¢ vals, set b =0.

» When the adversary has finished making queries, the
challenger outputs b.

*

*

*

*

Figure 11: VHS completeness experiment.

Privacy. Append requests are distributed independently of
the content of the appends.

Definition 2. (Privacy) Let the adversary’s view for a
sequence of append operations uq, . .
for i € [n] be defined as follows:

.,u, where u; € N

o st « VPS.Init(1%)

o keys = {}
o Fori € [n]:

— If u; ¢ keys:
x ky, — VPS.KeyGen(14)

* leny, <0



https://developer.android.com/about/versions/pie/security/ckv-whitepaper
https://developer.android.com/about/versions/pie/security/ckv-whitepaper
https://www.theverge.com/2023/2/28/23618353/lastpass-security-breach-disclosure-password-vault-encryption-update
https://www.theverge.com/2023/2/28/23618353/lastpass-security-breach-disclosure-password-vault-encryption-update
https://www.whatsapp.com/security/WhatsApp_Security_Encrypted_Backups_Whitepaper.pdf
https://www.whatsapp.com/security/WhatsApp_Security_Encrypted_Backups_Whitepaper.pdf

cmg; < VPS.GetCm(st)

addr « VPS.GetAddr(k,,, len,,)

Tappd < VPS.ProveAppend(cmg, &y, len,,,
addr, ﬂ.(”i>)

inc

_ ﬂ.(“")) «— VPS.Read(st, addr)

inc

Output (addr, mappd)

Then a VPS scheme parameterized by security parameter
A and value space V provides privacy if, for any two
sequences of append operations of length n and for all
efficient adversaries A, the adversary’s views generated by
the two sequences are computationally indistinguishable in
A

Append soundness. Elements must be added to a sequence
in order and keyed by the correct k. We capture a more
precise definition in the experiment in Figure 12. At a high
level, the adversary can issue requests to start and append to
sequences where the keys are held by honest clients, send
read requests, and submit arbitrary append requests. Then the
adversary can submit an append request, and the adversary
wins if the append either writes to a challenger-controlled
client’s sequence, or the adversary writes out-of-order in an
adversary-controlled sequence.

Definition 3. (Append Soundness) A VPS scheme parame-
terized by security parameter A and value space ) has append
soundness if, for all efficient adversaries A, the probability
that the output of Experiment 2 is the bit b = 0 is negligible
in A.

Read soundness. The definition of read soundness follows
the definition of read soundness from authenticated data
structures.

Definition 4. (Read soundness) A VPS scheme parameter-
ized by security parameter A and value space ) has read
soundness if, for all efficient adversaries A, A can generate
values addr € {0,1}L,v € V, v/ € V, Tinc, ni ., and cmg
such that both of the following statements hold:

VPS.VerifyRead(cmg, addr, v, minc) = 1
VPS.VerifyRead(cmg, addr, v/, 7, ) = 1
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Experiment 2: VHS append soundness. This game
is parameterized by an adversary A, verifiable private
sequences scheme VPS, security parameter A, and value
space V. It proceeds as follows.

« The challenger runs st < VPS.Init(1?) and sets ctr =
0, addrs = 0.

o The adversary can make the following queries:
— On KeyGen(), the challenger:

% ke < VPS.KeyGen(14)
(ctr)

* om0 e L, lengy «— 0, ctr «— ctr+ 1

— On Append(u,v), for u € N and value v € V,
the challenger:
x Check if u < ctr. If not, then return.
% cmg «— VPS.GetCm(st)
% addr « VPS.GetAddr(k,, len,, addr, ”i(nuc))
* Mappd < VPS.ProveAppend(cmg, ky, len,,
addr, 71'.(”))

% St «— VmPcS.Append(st, addr, v, Tappd)
+ (L") « VPS.Read(st, addr)

% len, « len, +1

% addrs « addrs U {addr}
(u

)) to A.

* Returns (addr, mappd, T .
— On Read(addr), the challenger:
* addrs « addrs U {addr}
x Returns VPS.Read(st, addr) to A.
— On Append(addr, v, mappa) for addr € {0, 1}%,
v € V, and proof m,pp4, the challenger:
% addrs <« addrs U {addr}
* st « VPS.Append(st, addr, v, T,ppd)
o Now, A must send the challenger (addr®, v*, mappd*).
o The challenger runs:
— st « VPS.Append(st, addr™, v*, ”prd)
— (v, tine) < VPS.Read(st, addr*)
— cmg <« VPS.GetCm(st)
— b « VPS.VerifyRead(cmg, addr*, v, minc)
o A wins if:
-b=1,
—v=v*(v#£1)
addr® ¢ addrs
Either:
x* A sends (u,i)
VPS.GetAddr(k,, i)
* A sends (k,i) such that for
- addr;_; « VPS.GetAddr(k,i — 1)
- (v,_) = VPS.Read(st, addr;_;)
v = L and addr® = VPS.GetAddr(k, i)

where  addr* =

Figure 12: VHS append soundness experiment.
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